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Abstract 

 
This paper proposes a matching engine for a query-by-singing/humming (QbSH) system with 
polyphonic music files like MP3 files. The pitch sequences extracted from polyphonic 
recordings may be distorted. So we use chroma-scale representation, pre-processing, 
compensation, and asymmetric dynamic time warping to reduce the influence of the 
distortions. From the experiment with 28 hour music DB, the performance of our QbSH 
system based on polyphonic database is very promising in comparison with the published 
QbSH system based on monophonic database. It shows 0.725 in MRR(Mean Reciprocal 
Rank). Our matching engine can be used for the QbSH system based on MIDI DB also and 
that performance was verified by MIREX 2011. 
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1. Introduction 
With the proliferation of digital music, efficient indexing and retrieval tools are required 

for searching the desired music in a large digital music database (DB). Music information 
retrieval (MIR) has been a matter of interest [1,2,3,4]. In the area of MIR, there are some 
challengeable tasks such as music genre classific, ation [5], melody transcription [6,7,8], 
cover-song identification [9], tempo estimation [10], audio identification [11,12,13,14,15], 
query-by-singing/humming (QbSH) [16,17,18,19.20,21,22,23], and so on. Among the various 
tasks, QbSH is differentiated from other tasks in that it has users’ acoustic query as an input. 
Conventional QbSH systems generally have been developed with DB constructed from MIDI 
files. Since most QbSH systems use pitch sequences, automatic transcription process is needed 
for the QbSH system based on polyphonic recordings, but automatically transcribed pitch 
sequences from polyphonic recordings are not reliable as the sequences from MIDI files 
[24,25,26,27]. Thus the accuracy of a QbSH system is higher when using MIDI files than 
polyphonic recordings. However manual transcription is a laborious and time consuming 
work. 

This paper proposes a matching engine for a practical QbSH system with polyphonic 
recordings like MP3 files as well as monophonic recordings like MIDI files. Various 
automatic melody transcription algorithms are being developed, but the transcriptions are not 
yet perfect. Fig. 1 shows three different processes to obtain pitch sequences and the processes 
can be thought as channels where the pitch sequence is distorted. Sequence A which is 
extracted from manually transcribed MIDI files is not distorted, but sequence B and C is 
distorted by respectively user’s process and automatic transcription. The QbSH system based 
on polyphonic recordings should match sequence B and C while the system based on MIDI 
files should match sequence A and B. 

 

 

 

Fig. 1. Three different pitch sequences from a melody: Sequence A is extracted from MIDI files, 
sequence B is extracted from a user’s singing/humming and sequence C is extracted from a polyphonic 

music. 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 8, NO. 2, February 2014                                   725 

The main contribution of this paper is a design of a matching engine considering the 
inaccuracies. We use previously developed algorithms for the pitch transcription [6,7,8]. The 
matching engine of our QbSH system is based on the asymmetric dynamic time warping 
(DTW) algorithm [28,29,30]. To reduce the influence of distortions on extracted pitch 
sequences, we use pre-processing, compensation. 

Numerous MIR algorithms and systems are evaluated and compared annually under the 
controlled conditions from the music information retrieval evaluation exchange (MIREX) 
contest [1,2,31]. But there is not any contest for the QbSH system based on polyphonic 
recordings in MIREX. So we compare the performance of the proposed system with the 
existing system without chroma representation. Also we checked feasibility of our matching 
engine without chroma representation for the QbSH system based on MIDI files in MIREX 
2011 [32]. 

The rest of this paper is organized as follows. Section 2 presents the overall structure of our 
QbSH system. Section 3 and 4 explain the two processes of extracting pitch sequences from 
polyphonic and monophonic recordings and the proposed matching engine, respectively. 
Section 5 and 6 present experimental results and conclusions, respectively. 

2. Overall Structure of the QbSH System  
A list of symbols used in this paper is summarized in Table 1.  

 
Table 1.  A list of symbols 

 
Symbol Meaning 

Sq Pitch sequence of query 

S(i)
DB The pitch sequence of the 

ith song, stored in DB 
ID(i) Name of the ith song 

I The number of songs in DB 
L(•) Length of pitch sequence 

dDTW(P,Q) 
Distance between two 

sequences P and Q based on 
DTW 

dM(P,Q) 
Distance between two 

sequences P and Q computed in 
matching engine 

d(•) arbitrary distance metric 

α and β Weighting coefficient for 
DTW 

c Compensation coefficient 

ψ(•) Pre-processing of matching 
engine 

 
Fig. 2 shows the block diagram of our QbSH system. The processes shown in the 

left side of Fig. 2 should be performed offline and the processes shown in the right side 
of Fig. 2 are performed with the user’s query input. The feature DB is constructed from 
the MIDI DB or the music DB. The music DB contains a number of polyphonic 
recordings such as MP3 files. From the data in the DBs, a frame-based pitch sequence 
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S(i)
DB is extracted and the feature DB contains the pitch sequence and the name of 

music data ID(i) for i = 1, 2, • • • , I. From the user’s query, frame-based pitch sequence 
Sq is extracted and the matching process based on DTW algorithm [18] finds a DB 
feature which is matched to Sq. After that, the song name related to the feature is 
outputted. 
 

 
 

Fig. 2. Overall structure of the QbSH system 
 

3. Pitch Sequence Extraction  
In this section, two pitch sequence extraction processes – from polyphonic music and from 

monophonic query - are briefly explained. A pitch extraction from MIDI is nothing but 
decoding MIDI. The two processes commonly start with decoding process since input is 
generally compressed by an audio codec such as MP3. The decoded signal is re-sampled at 8 
kHz and framed with a 64 ms frame. For a frame, the frequency of pitch is obtained and 
converted into MIDI note number domain. Actually the round operator to get an integer 
number for converting from frequency domain to MIDI note number domain, but a real 
number is obtained without rounding in our implementation. Mathematically, converting is 
formulated as  
 

M = 12 × log2(f/440) + 69                           (1) 
 
where M and  f are a MIDI number and frequency, respectively [19]. However, the pitch 
sequence extracted from MIDI has an integer value of MIDI number. 

3.1 Pitch Sequence Extraction from Monophonic Query  
Since humming query contains uninformative signal such as silence, the voice-activity 

detection (VAD) algorithm is used for detecting informative frames. Improved minima 
controlled recursive averaging (IMCRA) algorithm, which is based on the ratio of spectrum of 
humming and noise signal, is used as a VAD algorithm [28]. The pitch value of 0 is assigned 
for the non-informative frame. After performing the VAD algorithm, a pitch value of a frame 
is determined by a method based on the spectro-temporal autocorrelation [29]. The temporal 
autocorrelation and spectral autocorrelation are computed and linearly combined. 
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3.2 Pitch Sequence Extraction from Polyphonic Music  
A pitch is estimated based on average harmonic structure (AHS) of pitch candidates [30]. 

From the spectrum of polyphonic music, peaks are selected and the candidates of pitch are 
determined. Based on the AHS values of candidates and continuity of pitch sequence, a pitch 
value of a frame is estimated. For polyphonic music, the accuracy of voicing detection is not as 
reliable as the VAD algorithm for monophonic query, thus a pitch is estimated every frame 
without voicing detection. The frame is ignored when it is silence. This leads to the temporal 
distortion of the pitch sequence, but the matching algorithm based on the DTW algorithm is 
robust against such distortion. It can degrade the performance of QbSH system when the 
silence lasts very long, but generally silence lasts very short (<<1sec).  

3.3 Melody Extraction  
The main melody from polyphonic signal is the reference dataset for our query system. 

Multiple fundamental frequencies as called multi-F0 have to be calculated before estimating 
main melody from polyphonic music signal which has the various instrument sources plus 
singer’s vocal simultaneously. This topic has been researched by various papers for the last 
decade, but those articles have informed that estimating multi-F0 is not an easy task; 
especially when the accompaniment is stronger than main vocal. We can see easily that it 
happens at the current popular music like dance, rock, something else. Keeping in mind this 
situation, we propose the method of tracking the main melody from the multi-F0 with the 
harmonic structure which is very important fact of vocal signal. All of musical instruments 
have the harmonic structure as well as human vocal but percussion instruments.  

The vocal region is detected with the zero crossing rate, frame energy, and the deviation of 
spectral peaks. We introduce the vocal enhancement module based on the multi frame 
processing and noise suppression algorithm to improve accuracy of vocal pitch. It is modified 
from adaptive noise suppression algorithm of IS-127 EVRC speech codec which has the 
advantage of enhanced performance with relative low complexity. The gain is calculated with 
SNR between input signal and noise level predicted by pre-determined method at each channel. 
Input signal is rearranged with this gain at each channel respectively. The noise suppressed 
input signal is obtained by inverse transformation.  

The multi-F0 candidates are estimated from the predominant multiple pitch calculated by 
the harmonic structure analysis. The multi-F0 is decided by grouping the pitches into several 
sets by checking validation of its continuity and AHS. The melody is obtained by tracking the 
estimated F0. Voiced or unvoiced frame is determined on the preprocessing stage. If it is 
judged to unvoiced frame, it assures that F0 does not exist, otherwise doing harmonic analysis. 
Multi-F0 is estimated through three processing module like peak picking, F0 detection and 
harmonic structure grouping. There are some peak combinations with F0 because polyphonic 
signal is mixed with several musical instrument sources.  

4. Matching Engine   

4.1 Problems to Solve  
A matching engine should be robust against the mismatch between Sq and S(i)

DB. As shown 
in Fig.1, two sequences are originated from a melody which can be written in a musical score. 
But, the information in a musical score which is almost perfectly transmitted to a polyphonic 
melody may be distorted in the process of extracting pitch sequences. Fig. 3 shows examples 
of pitch sequences and explains the tendency of distorted sequence. The pitch sequence from 
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MIDI is clean and other sequences are distorted. In the following subsections, distortions 
induced from the processes are reviewed. 
 

 

Fig. 3. Example of three different pitch sequences: (a) pitch sequence extracted from MIDI, (b) 
pitch sequence extracted from user’s query, and (c) pitch sequence extracted from polyphonic 

recording. 
 

4.1.1 Inaccuracy of Singing/Humming   
Commonly, users can not sing/hum as in a musical score. Most users sing/hum at inaccurate 

absolute/relative pitch with a wrong tempo. Sometimes, timing of each note is also wrong. 
Thus, before the pitch sequence extraction of QbSH system the information written in a 
musical score is distorted by users who sing/hum. The pitch sequence extraction process also 
leads to the distortion due to imperfect algorithm, but it is not as severe as the distortion due to 
the user. As shown in Fig. 3 (b), pitch values of a note is different from the original value 
shown in Fig. 3 (a), and they are unstable. Some notes last longer than other notes. However, 
user’s inaccurate singing/humming leads to the error in both pitch value and timing.  

4.1.2 Inaccuracy of Extracting Pitch from Polyphonic Music   
Polyphonic music includes main melody mixed with human voices and sounds of various 

instruments. This makes it difficult to extract the pitch sequence of the main melody. For 
example, the pitch sequence of accompaniment melody is extracted in the frames where the 
main melody does not exist. And in some frames where signal of accompaniment is strong, it 
is very difficult to find the pitch value of main melody even though the signals of main melody 
exist. Pitch doubling and pitch halving effects also lead to inaccurate pitch extraction. These 
are unavoidable since pitch extraction is based on detection of periodic signal. 

4.2 Outline of Matching Engine   
By matching Sq and S(i)

DB, the name of a song which is sung/ hummed can be found. The 
objective of matching engine can be mathematically formulated as follow: 
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                  (2)  

        
where it is assumed that S(i)

DB for i = 1, 2, • • • , I is stored in DB. How to design the distance 
computed in matching engine dM(·) is the main concern of this paper. Information of the th 
pitch sequence ID( ) is outputted after deciding . 

In the matching engine for the QbSH system based on polyphonic music DB, dM(·)  is 
designed as 
 

dM(Sq, S(i)
DB) =          dDTW(ψ(Sq + c), ψ(S(i)

DB))                      (3)  
 
where c and ψ(•) are respectively a compensation coefficient and a pre-processing function, 
which are explained in the following subsection. In the matching engine for the QbSH system 
based on MIDI DB, dM(·) is designed as 
 

dM(Sq, S(i)
DB) =            dDTW(Sq + c, S(i)

DB)                    (4) 
 

Fig. 4 shows block diagrams of matching engines.  
 

 
 
Fig. 4. Block diagrams of matching engines: (a) for the QbSH system based on polyphonic music DB 

and (b) for the QbSH system based on MIDI DB 
 

4.3 Pre-processing   

Pitch doubling and pitch halving effects lead to inaccurate pitch extraction. These are 
unavoidable since pitch extraction is based on detection of periodic signal. As in [7], the 
accuracy of raw chroma is much higher than the accuracy of raw pitch. Thus, pitch doubling 
and halving effects make S(i)

DB inaccurate. In the MIDI note number domain, these effects can 
change pitch values 12 up or down. To avoid these effects, the pitch value is divided by 12 and 
the remainder is used. ψ(•) is a function to output the remainder of input sequence and the pitch 
sequence is represented in chroma-scale. For the QbSH system based on MIDI DB, it is better 
not to use pre-processing since pitch sequence extracted from MIDI is not affected by pitch 
doubling and halving, the pre-processing cannot improve the performance of QbSH system. 
Use of ψ(•) leads to use of the cyclic function ξ(·). Assuming that there are two pitch values a 
and b, which satisfy the values of ψ(a) and ψ(b) are 11 and 0 respectively. The absolute 
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difference between the two, |ψ(a)−ψ(b)| is 11, but it is reasonable that the difference between 
the two is 1 since we use the chroma scale. Thus, we introduce ξ(a) = min(a, 12 − a) and use 
ξ(|a − b|) instead of |a − b| with the pre-processing in the matching engine for the QbSH system 
based on polyphonic music DB. 

4.4 Compensation    

As mentioned in 4.1.1, it is not able to extract accurate absolute pitch from human and that 
is why we should compensate it. A compensation coefficient c is added to the pitch sequence 
as written in Equation (4) and the minimum distance is selected. Finding an appropriate c is 
very difficult because it is difficult to predict the DTW path. Thus, we use a brute-force search 
which selects a coefficient with minimum distance among candidate values.  
Candidate values are selected after consideration of trade-off between performance and speed. 
For the matching engine of the QbSH system based on polyphonic DB, the range of c is 
limited to 0 ≤ c < 12 because of pre-processing. In our experiment, we used C1 = {0, 1, 2, · · ·, 
11} considering the execution time. The more compensations lead to the better results, but the 
more compensations also lead to the longer computational time. For the matching engine of 
the QbSH system based on MIDI DB, we used C2 = avg(S(i)

DB) − avg(Sq) + {−5,−4,−3, · · · , 
5}. 

We concentrate on the variation of pitch domain using compensation. This is opposite to use 
of linear scaling [17], which uses the brute-force search based on the variation of timing. It 
affects our system to reduce timing error with only DTW algorithm. 

4.5 DTW Algorithm    

DTW algorithm is widely used for QbSH system since it gives the robust matching results 
against local timing variation and inaccurate tempo. For ease of explanation, we denote P = 
[P(1)P(2) · · · P(K)] for an arbitrary vector P. We assume P = ψ(Sq+c), Q = ψ(S(i)

DB), L(Sq) = 
K, and L(S(i)

DB) = L. For DTW algorithm, we define a distance matrix D1 = [D1(k, l)] and D2 = 
[D2(k, l)] for k = 1, 2, · · · ,K and l = 1, 2, · · · ,L. The Procedure to compute dDTW(P,Q) for two 
sequences P and Q is summarized as follows. 
 
DTW distance computation 
 
Input Sequences are P, Q, and Sq. 
Do for k = 1, · · · ,K and l = 1, · · · ,L 
 
                       0            if Sq(l) == 0 
D1(k, l) = 
                   d(P(k),Q(l))   otherwise 
 
Do for l = 1, · · · ,L 

D2(1, l) = D1(1, l) 
 
Do for k = 2, · · · ,K 

D2(k, 1) = D2(k − 1, 1) + D1(k, 1) 
 
Do for k = 2, · · · ,K and l = 2, · · · ,L 

1. If k == 2 or l == 2 
D2(k, l) = D1(k, 1) + min(D2(k, l − 1), 
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D2(k − 1, l), D2(k − 1, l − 1) 
2. otherwise 
D2(k, l) = min(D1(k, l) + D2(k − 1, l − 1), 

α × D1(k, l) + D2(k − 2, l − 1), 
β × D1(k, l) + D2(k − 1, l − 2) 

 
Output 

dDTW(P,Q) =              D2(K, l) 
 
 

As in [18], DTW path is asymmetric and the difference is represented by weighting 
coefficients α and β. When α = β = 1, the DTW algorithm is symmetric and every path has the 
same weight. In [18], α = 2 and β = 1 are used, and this is reasonable since the weighted path 
passing two elements. Actually decision of the value of α and β is dependent on the query 
dataset. In our system, the distance is not computed for the frames where the pitch is not 
extracted. As explained in section 3, every element in S(i)

DB has a pitch value, thus there is no 
element of 0. But there can be element of 0 in Sq. 

4.6 Distance Metric    

The performance of QbSH system is dependent on d(·). In general, the absolute difference 
or the squared difference is used for QbSH system based on DTW algorithm. As written in 
Section 4.1.2, the pitch sequences in DB are distorted. The distance metric insensitive to the 
distortion can perform better. In our works, various distance metrics are investigated together 
with the absolute difference and the squared difference. They are mathematically formulated 
as follows: 
 

d|·|(a, b) = ξ(|a − b|)                               (5) 
 

d|·|
2(a, b) = ξ(|a − b|)2                                    (6) 

 
d(λ)

HINGE(a, b) =    ξ(|a − b|) if ξ(|a − b|) < λ                          (7) 
                                             λ    otherwise 

 
dLOG(a, b) = log(1 + ξ(|a − b|))                               (8) 

 
dSIG(a, b) =                             - 0.5                (9) 

    
 

This paper proposes the last three distances for QbSH system since they are less sensitive to 
the distortion. The first and second distances are generally used for distance measures and they 
are also compared in our experiment. The third distance metric limits the maximum value as λ. 
The fourth distance is based on log-scale and the fifth distance is based on sigmoid function. 

 

 



732                                              Seok-Pil Lee et al.: A Design of Matching Engine for a Practical Query-by-Singing/Humming System  

5. Experiment 

5.1 Polyphonic Case     

5.1.1 Experimental Setup    

Our DB contains 450 songs amounting to over 28 hours of audio data. The lengths of songs 
in DB differ from 34 sec to 396sec and the DB covers various genres - Rock, Dance, Carol, 
Children’s song and so on. For test set, 1000 query clips of about 10-12sec which are recorded 
from 32 volunteers, 14 women and 18 men, are used. In the test set, there are various parts of 
songs including the introduction and the climax. There are 298 humming query clips and 702 
singing query clips in test set. Experiments were run on a desktop computer with i7-2600 CPU 
and 64bit Window 7. Our implementation is entirely written in C++. 

As performance measures, we use the mean reciprocal rank (MRR) over top 20 returns, top 
1 hit rate, top 10 hit rate and top 20 hit rate. The MRR is widely used for measuring the 
accuracy of the QbSH system in MIREX contest [8] and it is calculated by the reciprocal of the 
rank of the correctly identified song for each query [17]. 

5.1.2 Results    

We tested our system with various combination of α and β. Among them, it gives the best 
result when α and β are set to 3 and 1 respectively. The experimental results are summarized in 
Table 2 with various distance metrics. This result compares favorably to previously reported 
MRRs for 427 music recordings [19] and 140 music recordings [31] in spite of using 
polyphonic music. As shown in Table 2, d(2)

HINGE(·) outperforms among the distances 
proposed in this paper. 

To find out the influence of chroma representation, we test the matching engine without 
chroma representation and ξ(·). Table 3 shows the test result. As written in the Table 3, use of 
chroma representation is very helpful for the QbSH system especially based on polyphonic 
DB.  
 

Table 2. Results of the matching engine for the QbSH system based on polyphonic music DB 
 

d(·). MRR Top 1 Top 
10 

Top 
20 

d|·|(·). 0.703 0.656 0.803 0.843 
d|·|2(·) 0.642 0.590 0.748 0.795 

d(1)
HINGE(·) 0.655 0.592 0.763 0.826 

d(2)
HINGE(·) 0.725 0.680 0.822 0.854 

d(3)
HINGE(·) 0.718 0.670 0.820 0.853 

dLOG(·) 0.712 0.667 0.804 0.845 
dSIG(·) 0.721 0.677 0.817 0.852 

 
Table 3. Results with/without chroma representation and ξ(·) 

 

Engine MRR Top 1 Top 
10 

Top 
20 

Proposed 0.725 0.680 0.822 0.854 
w/o chroma 

and ξ(·) 0.644 0.598 0.728 0.764 

w/o only 
ξ(·) 0.718 0.671 0.814 0.842 
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5.2 MIDI Case     

We submitted our QbSH system based on MIDI files to MIREX 2011 [32].  

5.2.1 Experimental Setup    

As presented in MIREX website, we use MRR and top 10 rate as performance measures 
[31]. For the proposed system, the results based on Roger Jang’s corpus, which consisting 
4431 8-sec queries and 48 ground-truth MIDI files, are presented. As in MIREX task, 2000 
Essen Collection MIDI noise files are added to DB [33]. For the system submitted in MIREX 
2011, we present results in MIREX website. There are two different tasks based on MIDI 
dataset. One is based on Roger Jang’s corpus, and it is called Task 1a. The other is based on 
IOACAS corpus with 106 songs as ground truth and 355 humming queries, and it is called 
Task 1b. 

5.2.2 Results    

Table 4 shows the experimental results of the system we submitted to MIREX 2011 and 
other systems which were submitted in recent 3 years [31]. As written in Table 4, our system 
gives moderate performance for Task 1a, but it gives the best performance for Task 1b. 
 

Table 4. Results of the system submitted to MIREX 2011: comparison to the other systems 
 

System Year Task 1a Task 1b 
MRR Top 10 MRR Top 10 

CSJ1 2009 0.91 0.94 0.41 0.43 
CSJ2 2009 0.86 0.9 0.8 0.86 

HAFR 2009 0.66 0.77 0.68 0.78 
HAFR1 2010 0.665 0.771 0.704 0.806 

JY1 2010 0.947 0.967 0.416 0.434 
JY2 2010 0.926 0.956 0.469 0.49 
YF1 2010 0.915 0.947 0.423 0.445 
YF2 2010 0.871 0.912 0.844 0.904 
TY1 2011 0.93 0.956 0.437 0.456 
TY2 2011 0.881 0.919 0.853 0.899 

Proposed 2011 0.897 0.939 0.912 0.941 

6. Conclusions 
This paper proposes a practical QbSH system based on polyphonic recordings. When the 

DB is constructed from polyphonic recordings, it gets easier to create a large DB, but 
reliability of the data in DB gets worse. Considering the problems originated from pitch 
sequence extraction, the matching engine proposed in this paper is designed using techniques 
of chroma-scale representation, compensation, asymmetric dynamic time warping and the 
saturated distances. From the experiment with 28 hour music DB the results are very 
promising. Our matching engine can be used for the QbSH system based on MIDI DB also and 
that performance was verified by MIREX 2011. As a future work, we will focus on the design 
of more accurate pitch extractor using advanced learning algorithm. 
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