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Lot-streaming is the process of splitting a job (lot) into sublots to allow the overlapping of operations between successive 
machines in a multi-stage production system. A new genetic algorithm (NGA) is proposed for an n-job, m-machine, lot-streaming 
flow shop scheduling problem with equal-size sublots in which the objective is to minimize the total stretch. The stretch of 
a job is the ratio of the amount of time the job spent before its completion to its processing time. NGA replaces the selection 
and mating operators of genetic algorithms (GAs) by marriage and pregnancy operators and incorporates the idea of in-
ter-chromosomal dominance and individuals’ similarities. Extensive computational experiments for medium to large-scale lot-stream-
ing flow-shop scheduling problems have been conducted to compare the performance of NGA with that of GA.
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1. Introduction1)

In many scheduling problems, the focus of performance 
measure has been on the flow time, which is defined as the 
amount of time that a given job spends in the system. 
Recently, alternative performance measures have been con-
sidered and among them, the stretch measure has received 
a lot of attention [3]. The stretch of a job formally is defined 
as the ratio of its flow time to its required processing time 
[1]. The stretch measure relates the jobs’ waiting times to 
their processing times, and may reflect users’ psychological 
expectation that, in a system with highly various job sizes, 
users are willing to wait longer for larger jobs [14].

This paper presents a solution methodology for the n-job, 
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m-machine, lot-streaming flow shop scheduling problem with 
equal-size sublots in which the objective is to minimize the 
total stretch. Since the problem of minimizing the total 
stretch with different job release times is not tractable even 
for a single machine [16], it is usually very difficult to find 
optimal or near optimal schedules by general local search 
methods such as the adjacent pairwise interchange method. 
Recently, meta-heuristic methods, such as genetic algorithms, 
simulated annealing, and tabu search, have been successful 
in solving combinatorial optimization problems [7].

GAs are stochastic search methods designed to search 
large and complex spaces by exploitation of currently known 
solutions and a robust exploration of the space. GAs start 
with a collection (called population) of randomly selected 
solutions (called individuals, strings, or chromosomes). In 
each iteration (called generation), the fitness of every in-
dividual is evaluated. With the “survival of the fittest” philos-
ophy, GAs select individuals from a population to form a 



Suk-Hun Yoon188

gene pool according to their fitness values. Some individuals 
may be selected more than once, while other individuals may 
never be selected. The individuals in the gene pool are mated 
randomly and the mated individuals (couples) go through 
crossover and mutation operators to form offspring for a new 
population. For scheduling problems, a partially matched 
crossover operator (PMX) and an adjacent swap method have 
frequently been used for the crossover and mutation oper-
ators, respectively [8]. The algorithm terminates after a 
pre-specified number of generations have been produced or 
a satisfactory solution has been reached.

In spite of the continued growth and refinement, GAs can 
still fail for a variety of reasons, including failure to represent 
problem specific information, and convergence to local opti-
ma (premature convergence). The problem of premature con-
vergence is related with the loss of genetic diversity of the 
population, which can be the cause of poor quality of the 
solutions [11]. In this paper, NGA is proposed to prevent 
the premature convergence through the new idea and 
operators. NGA replaces the GAs’ selection and mating oper-
ators by new operators (marriage and pregnancy operators). 
NGA also combines the idea of inter-chromosomal domi-
nance and individuals’ similarity to prevent the inheritance 
of undesirable features. 

Following the literature review in the next section, the 
problem of minimizing the total stretch in the n-job, m-ma-
chine lot-streaming flow shop scheduling is defined in sec-
tion 3. The development of NGA and its application to the 
lot-streaming flow shop scheduling problem are presented 
in section 4. In section 5, the results of extensive computa-
tional experiments comparing NGA with GA are provided. 
Finally, a summary of the main results and conclusions are 
provided in section 6.

2. Literature Review

The potential benefits of lot-streaming in batch manu-
facturing are pointed out in [10, 12]. These benefits include 
reduction of production lead times, reduction of work-in- 
process inventory and costs, reduction of interim storage and 
space requirements, reduction of material handling system 
capacity requirements, and improvement of product delivery. 
An extensive review of research in this area is presented 
in [4, 5].

Zhang et al. [18] address the multi-job lot-streaming prob-

lem in two-stage hybrid flow shops with m identical ma-
chines at the first stage and a sing machine at the second 
stage to minimize the mean completion time. They provide 
the mixed integer linear programming formulation and a low-
er bound. Marimuthu et al. [13] address the n-job, m-ma-
chine, lot-streaming flow shop problem to minimize the 
makespan. They propose genetic algorithm and hybrid genet-
ic algorithm to obtain best sequences. Tseng and Liao [17] 
address the n-job, m-machine, lot-streaming flow shop prob-
lem to minimize the total weighted earliness and tardiness. 
They propose a new discrete particle swarm optimization al-
gorithm incorporating the net benefit of movement algorithm 
to search for the best sequence. Pan et al. [15] propose a 
discrete artificial bee colony algorithm to solve the lot 
streaming flow shop scheduling problem with the criterion 
of total weighted earliness and tardiness penalties.

Defersha and Chen [6] address the lot streaming job shop 
with routing flexibility, sequence-dependent setups, machine 
release dates and lag time. They propose an island-model 
parallel genetic algorithm. Buscher and Shen [2] consider 
the lot streaming problem in a job shop environment, with 
consistent sublots. They present three-phase algorithm that 
incorporates the predetermination of sublot sizes, the deter-
mination of schedules based on tabu search, and the variation 
of sublot sizes. Hall et al. [9] address the no-wait two ma-
chine, lot-streaming open shop problem to minimize the 
makespan. They formulate the problem as a classical travel-
ing salesman problem with a pseudo-polynomial number of 
cities and present a dynamic programming algorithm to gen-
erate all the dominant schedules for each job.

3. Minimization of the total stretch in 
the n-job, m-machine Flow Shop

There is a set of jobs J = {1, 2, …, n} that has to be 
processed in the system consisting of m machines in series. 
Each machine processes jobs in the same order. For job j, 
j = 1, …, n, let sj be the number of sublots, τ j the release 
time, pi,j the processing time on machine i, ri,j (= pi,j/sj) the 
sublot processing time on machine i, and ci,σ (q),k represent 
the completion time of sublot k of the qth job on machine 
i. Let   ∑    represent the sum of processing times 

of job j. Then the total stretch is defined as ∑     . 
For a given sequence σ , the problem can be formulated as 
follows:
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minimize   
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Constraint set (2) establishes the relationships between 
completion times of adjacent jobs on each machine and as-
sures that a machine can process at most one job at the same 
time. Constraint set (3) provides the relationships between 
completion times of adjacent sublots in each job. That is, 
each machine can process at most one sublot at the same 
time. Constraint set (4) insures that each sublot on the current 
machine cannot be transferred to the next machine before 
its processing is finished. Constraint set (5) states that all 
jobs are available at their release times.

4. New Genetic Algorithm(NGA)

Unlike GAs, NGA does not have a selection process. 
Every individual in the population is mated with another in-
dividual to form a couple and this mating process is called 
marriage. The sum of the fitness values of two mated in-
dividuals becomes the couple’s fitness value. A couple may 
be selected to produce an offspring according to the couple’s 
fitness value and this process is called pregnancy. If a couple 
produces an offspring, its fitness value decreases by a frac-
tion of its value that is called a loss of pregnancy rate, which 
can be interpreted as the aging effect. Some couples may 
be selected multiple times and produce two or more off-
spring, while others may not. This procedure continues until 
the number of offspring reaches the population size. The de-
tail procedure of NGA is explained below.

NGA generates two types of individuals in an initial pop-
ulation that are randomly generated individuals and seed 
individuals. Seed individuals are generated by several pair-
wise interchange methods such as the non-adjacent pairwise 

interchange, the extraction and forward shifted reinsertion, 
and the extraction and backward shifted reinsertion. Balan-
cing randomly generated individuals and seed individuals en-
hances search for unbiased sampling of the space, which pro-
vides robust exploration and exploitation of good quality of 
solutions.

Objective function values of individuals are transformed 
to their fitness values. Let zmax, zmin and zavg be the maximum, 
minimum and average objective values in the current pop-
ulation, respectively, and z(σ l) is the objective value of in-
dividual l. In NGA, two types of transformations are consid-
ered: normalization procedure and ranking procedure. The 
normalized fitness value of individual l (fnorm) can be calcu-
lated by the following equation:

    , for    ⋯ 

where w is the population size. In the ranking procedure, 
the population is sorted according to the objective function 
value. An individual with the maximal objective function value 
has fitness value of one, and an individual with the second high-
est objective function value has fitness value of 2, and so on.

Two types of individuals’ marriages are considered: ran-
dom mating (love marriage) and mating between similar in-
dividuals (arranged marriage). NGA defines individuals' sim-
ilarity as the difference between individuals’ fitness values. 
In the scheme of arranged marriage, two individuals are mat-
ed where their fitness values are closest in a population. After 
every individual in a population has been mated with another 
to construct a mating pool, a couple from the mating pool 
is selected according to the couple’s fitness value. NGA 
adopts the roulette wheel selection procedure with couples’ 
fitness values. The probability that a couple may be selected 
is the ratio of the couple’s fitness value to the sum of all 
couples’ fitness values.

The selected couple goes through the PMX procedure with 
inter-chromosomal dominance to produce only one offspring 
at a time. Firstly, two crossover points are picked randomly. 
The genes between these two crossover points define a match 
table and are exchanged. The genes before the first crossover 
point and after the second one are exchanged if the genes 
are included in the match table. Secondly, out of these two 
offspring, the one that has more genes from the higher fit 
individual in the original couple is selected (inter-chromoso-
mal dominance). Instead of comparing genes, if the distance 
between the two crossover points is greater than the half 



Suk-Hun Yoon190

length of an individual, the offspring from the lower fit in-
dividual is selected; otherwise, the offspring from the higher 
fit individual is selected. In this way, more genes from the 
higher fit individual are inherited by the offspring. For exam-
ple, suppose that A and B are the individuals in the couple 
chosen for crossover, such that A = (9 7 3 2 6 4 5 8 1) 
with a fitness value of 57 and B = (8 4 5 7 2 3 9 1 6) 
with a fitness value of 20, and the two crossover points are 
2 and 7. Firstly, swap the genes between two crossover points 
(3, 2, 6, 4, 5 of A and 5, 7, 2, 3, 9 of B) and construct 
the match table comparing the genes in the same positions 
(loci) between two crossover points. The comparison (3↔5, 
2↔7, 6↔2, 4↔3, 5↔9) results in the match table (6↔7, 
4↔9). According to the table, if genes have the value 6, 
7, 4, and 9, they are exchanged into 7, 6, 9, and 4, res-
pectively. Two offspring A’ = (4 6 5 7 2 3 9 8 1) and B’ 
= (8 9 3 2 6 4 5 1 7) are produced. Secondly, since the 
distance between the two crossover points (7-2 = 5) is greater 
than the half length of an individual (9/2 = 4.5), the offspring 
from the lower fit individual is selected. Thus, PMX with 
inter-chromosomal dominance produces the offspring B′′ = 
(8 9 3 2 6 4 5 1 7).

Once an offspring is produced by PMX with inter-chro-
mosomal dominance, the offspring is mutated using the ad-
jacent swap method with a constant mutation rate in which 
a job is exchanged with the next job in the job sequence. 
If the last job is to be mutated, it is exchanged with the 
first job in the job sequence.

N ew  Genetic A lgorithm (N GA )

Step 0 (Initialization)
In a preliminary test, the best set of following parameters 

is determined before the main test: determination of fitness 
values (fscale, frank), the marriage function, the loss of preg-
nancy rate, population size (w), number of generations (GEN), 
crossover probability (Pc), mutation probability (Pm), number 
of seed selection individuals (Ns)

Step 1  (Construction of an initial population)
(a) Generate an initial population with Ns seed selection 

individuals.
(b) Generate an initial population with w-Ns individuals using 

a random number generator.

Step 2  (Calculation of Individual’s Fitness)
(a) Obtain objective function values of individuals in the 

population.
(b) Compute the fitness values of individuals by normali-

zation or rank.

Step 3  (Marriage)
(a) Mate every individual with another individual randomly 

or considering individual similarities
(b) Compute the fitness values of the couple.

Step 4  (Pregnancy)
Use the roulette wheel selection to choose a couple for Birth.

Step 5  (Birth)
(a) Apply PMX with inter-chromosomal dominance with a 

crossover rate to the couple chosen at Step 4.
(b) Decrease the fitness of the couple by a loss of pregnancy 

rate.
(c) Apply the adjacent swap method with a mutation rate 

to the offspring produced by PMX with inter-chromo-
somal dominance.

(d) If the number of offspring reaches w, go to Step 6. Other-
wise, go to Step 4.

Step 6  (Termination test)
If NGA reaches the maximum number of generations, stop. 
Otherwise, go to Step 2.

GAs sometimes end in premature convergence using a 
proportionate selection scheme. The crossover procedure is 
performed to produce two offspring. One offspring may have 
high fitness value, but the other has relatively low fitness 
value. By introducing the new operators and idea, NGA pre-
cludes these two drawbacks that are premature convergence 
and inheritance of characteristics from low fit individuals. 
First, since NGA uses all individuals in a population and 
replaces the selection and mating operators by the marriage 
and pregnancy operators, extraordinary individuals with high 
fitness value cannot dominate the population in the early 
generation. Once a couple gives birth to an offspring, the 
probability that the couple is selected for the next birth de-
creases by reducing the couple’s fitness value. Thus, the de-
sirable characteristics of high fit individuals are inherited by 
the next generation. Second, the PMX with inter-chromo-
somal dominance produces only one offspring, in which 
more genes come from the high fit parent than from the 
other parent. Thus, the inheritance of undesired characteri-
stics from the low fit parent is restrained.
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5. Computational Study

NGA and GA were coded in Visual FORTRAN and ran 
on an Intel Core i7 CPU@3.4 GHz PC. The test problems 
were generated randomly, since no sample problems were 
found in the literature that could be used as a benchmark 
for testing the proposed NGA. Processing times, release 
times of jobs, and the number of sublots per each job, were 
generated according to the integer uniform distributions pro-
vided in <Table 1>.

<Table 1> Data Used to Generate Test Problems(All Data 

are Integers)

Data Value

Number of jobs
Number of machines
Number of sublots (NT)
sublot processing times (SP)
Job processing times
Job release times

5, 7, 10, 15, 20, 30
2, 3, 4, 5
Uniform (1, 6)
Uniform (1, 31)
NT×SP
Uniform (1, 6)

The experiments were divided into two parts : a prelimi-
nary test and a main test. The preliminary test is necessary 
to determine the best set of parameters for each algorithm, 
since the performances of GA and NGA are influenced by 
several control parameters. In the preliminary test, 5 test 
problems of different sizes were generated according to all 
combinations of number of jobs and number of machines 
provided in <Table 1>. Each problem was solved by both 
algorithms with different combinations of control parameters. 
The control parameters of GA investigated in the preliminary 
test are the fitness function, the population size (PPSZ), the 
number of generations (XGEN), the crossover rate (Pc), and 
the mutation rate (Pm). The control parameters of NGA are 
the fitness function, the marriage function, the loss of preg-
nancy rate, the number of seed individuals generated for an 
initial population (Ns), PPSZ, XGEN, Pc, and Pm that pro-
vide the best performance. The best choices of the control 
parameters found in the preliminary test for each algorithm 
are as follows: For GA, they are the stochastic remainder 
selection procedure without replacement, the fitness function 
by rank, a population size of 100, a total of 100 generations, 
PMX with a crossover rate of 1.0, and the adjacent swap 
method with a mutation rate of 0.01. For NGA, they are 
the fitness function by rank, a random marriage, a loss of 
pregnancy rate of 1/PPSZ, a total of 10 seed individuals, 
a population size of 100, a total of 100 generations, a cross-

over rate of 1.0, and a mutation rate of 0.01. These parame-
ters were used in the main test.

The test problems for the main test were generated in a 
similar way. Nine different test problems were generated for 
each problem size. These 216 problems were solved by 
NGA. For small size lot-streaming flow shop problems (5 
and 7 jobs and 2~5 machines), the results of the NGA were 
compared with the optimal solutions obtained by exhaustive 
search. NGA achieved optimal solutions for all seventy two 
small size problems.

NGA was also applied to medium size (10 and 15 jobs 
and 2~5 machines) and large size (20 and 30 jobs and 2~5 
machines) problems. To evaluate the performance of NGA, 
the solutions obtained by NGA were compared with those 
by GA. The results of NGA and GA are shown in <Table 
2>. The average objective function values reported in <Table 
2> are the average values of nine instances for each problem 
size. Based on these results, NGA yields 6.21, 8.46, 15.32 
and 15.29% higher performance for 10, 15, 20, and 30 jobs 
in regard to GA, respectively.

<Table 2> Results for Medium and Large Size Problems

No. of
Jobs

No. of
machines

GA
method

NGA
method %Dev

(zg-zn/zg)x100Avg. obj.
value (zg)

Avg. obj.
value (zn)

10 2
3
4
5

8.98
13.57
18.80
24.10

8.30
12.65
17.63
23.05

7.50
6.78
6.21
4.36

15 2
3
4
5

12.15
19.55
27.04
30.91

10.56
17.91
24.78
29.66

13.07
8.36
8.35
4.06

20 2
3
4
5

15.52
24.75
31.71
40.91

11.85
20.68
28.95
35.80

23.66
16.47
8.69

12.48

30 2
3
4
5

24.60
32.87
45.53
58.71

17.22
27.43
43.13
53.23

30.02
16.54
5.27
9.34

Average 26.86 23.93 11.32

6. Conclusions

In this paper, NGA has been proposed to avoid the two 
drawbacks of GAs, which are premature convergence and 
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inheritance of characteristics from individuals with low fit-
ness values. Instead of using a selection strategy based on 
the individual’s fitness value, NGA uses the fitness value 
of a couple. Once a couple produces a single offspring with 
high fitness value, its fitness value is reduced to lower the 
probability of pregnancy and thus, insure the diversity of 
the new generation. The idea of inter-chromosomal domi-
nance has been introduced to prevent inheritance of un-
desired characteristics from the parent of low fitness value. 
NGA has been used to solve the n-job, m-machine, lot- 
streaming flow shop problem with equal-size sublots with 
criterion of the total stretch. Extensive computational experi-
ments have been conducted to compare the performance of 
NGA with that of GA. These results show that the average 
improvement of NGA over GA is 11.32% for medium and 
large scale problems.
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