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Implementation of 2D Snake Model-based Segmentation
on Corpus Callosum
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ABSTRACT

The corpus callosum is the largest part of the brain, which is related to many neurological diseases.

Snake model or active contour model is widely used in medical image processing field, especially image

segmentation they look into the nearby edge, localizing them accurately. In this paper, corpus callosum

segmentation using the snake model, is proposed. We tested a snake model on brain MRI. Then we

compared the result with an active shape approach and found that snake model had better segmentation

accuracy also faster than active shape approach.
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1. INTRODUCTION

The corpus callosum has been known as one of

the largest white matter structures in the human

brain. It is also known as the colossal commissure,

which plays an essential role in relaying sensory,

motor and cognitive information from homologous

regions in the two hemispheres. Various medical

researchers have shown that the size and shape of

the corpus callosum are correlated to sex, age,

brain growth and degeneration, handedness, and

musical ability. In particular, abnormalities in the

volume and architecture of the corpus callosum are

related to many neurological disorders, such as bi-

polar and unipolar disorders, attention deficit hy-

peractivity disorder, autism, mental retardation,

schizophrenia [1], developmental language dis-

orders, and Alzheimer disease.

Actually the intensity of corpus callosum in

magnetic resonance (MR) images is very different

from its surroundings. On the other hand, it's sim-

ilar brightness with another part of the brain lo-

cated in the sagittal region called the fornix, so it's

hard to recognize its local shape.

The development of medical imaging tech-

nologies in last three decades has grown and enor-

mously increased its important in the diagnosis of

diseases [2]. Segmentation of brain structures is

a critical task in medical image analysis various

methods in previous researches have been applied

to the segment corpus callosum from the brain MR

image. Schonmeyer et. al. present an algorithm

based on the so-called Definiens Cognition

Network Technology from Definiens and extends

[3]. Freits et. al. used watershed transform [4],

which is performed on the fractional anisotropy

(FA) map weighted by the projection of the princi-

pal eigenvector in the left-right direction. Zadeh et.

al. proposed methods for segmentation of corpus

callosum using diffusion tensor imaging [5], and
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Seixas et. al. used previous knowledge on stat-

istical models to the segment corpus callosum au-

tomatically [6].

Active shape models (ASMs) are statistical

models of the shape of objects which iteratively

deform to fit to an example of the object in a new

image, developed by Tim Cootes and Chris Taylor

[7]. The model has similarities with the active con-

tour models or snakes, but differs in that global

shape constraint are applied.

In this work, another approach of corpus callos-

um segmentation called snake model is performed.

Kass et. al. was introduced the original snake mod-

el by [8], which defines a curve within an image

evolving through an internal force from the inside

of the curve and external force computed from the

image data, to segment the targeted object.

The rest of this paper is organized in three more

sections. Section 2 explains the snake model.

Section 3 describes our practical experiments and

presents the implementation details, evaluates our

results by comparing it to related work results.

Final considerations and future works are pre-

sented in Section 4.

2. SNAKE MODEL

The snake is an energy minimizing parametric

contour deforms over a series of time steps or

iteration. Consequently each element x along the

contour depends on two parameters as in (1),

which is c curve (space) parameter and commonly

varies between 0 and 1, is t iteration (time)

parameter.

),( tcxx = (1)

The total energy of the model is defined as sum

of the energy for the individual snake elements:

dccxEE elementsnake ò=
1

0

))(( (2)

The integral notation used in (2) implies an

open-ended snake; but joining the first and last el-

ements makes the snake into a closed loop as

shown in Fig. 1.

Over a series of time steps the snake moves into

alignment with the nearest edge. The contour is

determined by three forces or constrains; internal,

external, and image. Internal constrains give the

model elasticity and rigidity, external constraints

come from initialization procedures. Image energy

is pushing the model towards the edges. We can

rewrite the (2) in terms of three basic energy func-

tions:

dcxEdcxEdcxEE imageexternalernalsnake òòò ++=
1

0

1
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Fig. 1. A closed active contour model.

2.1 Internal energy 

The below equations defined the internal energy

of a snake model. This energy contains two order

terms; first-order term and second-order terms

controlled by α(c) and β(c) respectively.

RigidityElasticityernal EEE +=int (4)

2)()( cxcE cElasticity a= (5)

2)()( cxsE cRigidity b= (6)

The first-order term makes the snake act like

a rubber band representing elasticity; the sec-

ond-order term makes it resist bending by produc-

ing rigidity in [9] and [10].

If the other terms were not given the contour

it will keep shrinking to a single spot. Changing
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the weights α(c) and β(c) controls the relative im-

portance of the elasticity and rigidity terms. If we

set β(s) to zero meaning that the second order is

continuous will the model to have a corner.

2.2 External energy 

The external energy of a snake model discussed

by Xu and Prince in [11], it is responsible for put-

ting the snake near the desired local minimum [8],

the initialization procedures are applied to control

both of attraction and repulsion forces which hold

the active contour models to or from the desired

features. The external energy term representing

the attraction and repulsion in the next equation

respectively:

2)( xikxEexternal -= (7)

2)(
xi
kxEexternal
-

= (8)

The attraction force we can say it is like spring

force and the repulsion energy like a volcano push-

ing out. They are generated between a snake ele-

ment and a point i in an image. In the attraction

force case the energy is minimal when x = i, and

it takes the value of k when i-x=±1, but in the re-

pulsion energy case the energy is maximum when

x=i. The repulsion term must be stopped as i-x→0.

2.3 Image (Potential) energy 

There are three image energies E image; lines,

edges and terminations. It is produced by the proc-

essing of the image I(x,y) results a force that is

used to control snakes towards the features of

interest. The total image energy can be expressed

as a weighted combination of lines, edges and ter-

mination functions:

termtermedgeedgelinelineimage EwEwEwEP ++== (9)

The lines, edges and terminations energy shown

in the next equation respectively:
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3. EXPERIMENTAL RESULTS

The brain images were acquired using a Sie-

mens 3T MR imaging scanner from Pusan

National University Hospital, Pusan South Korea.

The subjects were 24-27 years old normal male.

Fig. 2, first column shows the test images, which

are a T1-weighted grayscale DICOM image with

a 256×256 resolution. Fig. 2, the second column

shows the results of corpus callosum segmentation

using the snake model.

The initial points are placed around the corpus

callosum boundary manually by the user, the cor-

pus callosum can be segmented accurately. The in-

itialization can be placed far from the corpus cal-

losum, if there are no fake edges interrupt between

initialization and corpus callosum boundary. The

segmentation result of snake model depends on

several weight energy parameters. In our experi-

ment we set them as follows:

∙ The elasticity controls the first derivative

term of contour, α(s)=10-3

∙ The rigidity controls the second derivative

term of contour, β(s)=0.34

∙ The weighting factor for intensity, edge and

terminate based on potential terms, wline=0,

wedge=3, wterm=0.

The number of iterations were controlling the

segmentation accuracy.

To evaluate the corpus callosum segmentation

of snake model, we used Jaccard coefficient meas-

urement in [12]. Jaccard coefficient can be com-

puted based on the number of elements in the in-

tersection set divided by the number of elements

in the union set. The ground truth for validation
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(a) Original image I (b) Snake segmentation result I (c) Original image II

(d) Snake segmentation result II (e) Original image III (f) Snake segmentation result III

Fig. 2. The first column: Original images; Second column: The segmentation results of Snake.

(a) Ground truth image I (b) Snake segmentation result (c) Active shape segmentation result

(d) Ground truth image II (e) Snake segmentation result (f) Active shape segmentation result

(g) Ground truth image III (h) Snake segmentation result (i) Active shape segmentation result

Fig. 3. The first column: the ground truth of the corpus callosum, Second column: result of snake model, third column: 

the result of active shape approach.

of segmentation results were manually drawn by

ITKSNAP 1.6 [13]. The segmentation is matched

to the manuals provided ground truth according to

the next equation.

%100),( ´
È
Ç

=
BA
BA

BAP (14)

where P(A, B) represents the segmentation accu-

racy in percentage, A and B represent the binary

images of ground truth and segmentation result of

target corpus callosum respectively.

In the Fig. 3, the first column shows the ground

truth for validation of segmentation results. The
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Table 1. Comparison of snake model and active shape model

Accuracy of segmentation (%) Elapsed time (Sec)

Snake ASM Snake ASM

Original image Ⅰ 91.51 80.53 12.32 14.59

Original image Ⅱ 92.83 73.01 14.14 16.21

Original image Ⅲ 91.05 80.93 13.22 10.47

Original image Ⅳ 91.47 79.52 13.33 15.07

Original image Ⅴ 91.38 87.60 13.52 15.23

second column shows the binary images of snake

model results and the third column shows the bi-

nary images results of the active shape approach

segmentation [14].

Comparison of segmentation accuracy and

elapsed time of snake model and ASM (Active

shape model) is shown in Table 1.

4. CONCLUSION

In this paper, we applied the snake model to the

segment corpus callosum from brain MR images,

which were provided from Pusan National Univer-

sity hospital, Pusan South Korea. We compared our

segmentation results with the results of the active

shape approach by referring to the ground truth of

the corpus callosum. It was clearly shown that the

snake model is faster than ASM except in the third

image in the Fig. 2(e). The intensity of corpus cal-

losum in the third image is quite different from its

surroundings. So it was easier to determine its lo-

cal shape. On the other hand, the segmentation ac-

curacy of snake model was much better than that

of ASM. The snake segmentation accuracy was 91

～93%, while ASM accuracy 73～80%. Neverthe-

less, a snake model still needs to be optimized and

also the ground truth of the corpus callosum should

be segmented by the expert.
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