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Context Aware Feature Selection Model for Salient Feature Detection from
Mobile Video Devices
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ABSTRACT

Cluttered background is a major obstacle in developing salient object detection and tracking system for mobile device captured
natural scene video frames. In this paper we propose a context aware feature vector selection model to provide an efficient noise
filtering by machine leaming based claossifiers. Since the context awareness for feature selection is achieved by searching nearest
neighborhoods, known as NP hard problem, we apply a fast approximation method with complexity analysis in details. Separability
enhancement in feature vector space by adding the context aware feature subsets is studied rigorously using principal component
analysis (PCA). Overall performance enhancement is quantified by the statistical measures in terms of the various machine leaming
models including MLP, SVM, Naive Bayesian, CART. Summary of computational costs and performance enhancement is also presented

= keyword : featfure vector selection, nearest neighbor search,principal component analysis, salient feature detfection, machine
learning

1. Introduction agent, problems of face, gesture, and character recognition
from natural scene have been the main target framework from
various research projects on moving object detection and
tracking [2,3] exemplified by product scanning, business card

Mobile devicesare undergone a speedy transformation to
intelligent stimulus-response (S/R) agent reacting in real time
to the sensor captured sonic and the optical information [1]. reader, and international travel aid with foreign language
As for sonic stimulus S/R agent, Siri and Shazam are the translator.

tangible examples. As for camera captured optical stimulus S/R In this paper we focus on the issues of optical S/R agent
against the texts embedded in video frames acquired through
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error. For text extraction, presence of the cluttered background
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are used such as background normalization [4], statistical block
region classification [5], and salient color area extraction [6].
With the preprocessed image, gradient based edge retrieval is
a basis of illumination invariant object detection where the
retrieved edge provides candidate location of the object under
consideration. The candidate edge objects are then passed
through a filter implemented by problem domain specific
pattern classification. The general tools for filtering are the
supervised learning based statistical models such as
MLP(Multi-layer perceptron),SVM(Support vector machine),
Naive Bayesian, Decision Tree, and Boosting, which apply
different training rules but share the common requirement, the
input feature vector labeled with ground truth value. At this
stage the factual impediment caused by presence of cluttered
background emerges. The cluttered background, e.g., tree
leaves near traffic signs, generates the surrounding edge
structures to obscure decision making by the classifiers. Gao
et al. [7] showed a discriminant bottom-up saliency model with
center-surround stimulus. In this paper we propose a feature
selection model including the neighborhood information to
guarantee strong separability of feature vector space between
the non-text objects and the character.

The remainder of this paper is organized as follows: in
section 2 an overview of the related work is given with respect
to the three standard methods of text detection for from
document and natural scene. In section 3 the proposedcontext
aware feature selection model is explained in details. In section
4 we present the results of experiments and the qualitative
assessment on the reference data used for the study of this
paper. Section 5 gives a short conclusion.

2. Related Works

Text extraction problem from image or video frame
captured from natural scene has been approached by the three
types of methods: the region based, the edge based, and the
texture based. The region based method is top-down and
classifies a block of pixels using various forms of region’s
energy estimated by analysis of pixel value distribution within
the region. Ohya et al. [8] used gray level difference, Shim
et al. [9] used homogeneity of intensity, Lienhart et al. [10]
used the mean absolute difference, Chun et al. [11] uses
FFT(Fast fourier transform), Qian et al. [12] used DCT

coefficients, Chen et al. [13] and Lie et al. [11] used Gabor,
Mao et al. [14] used wavelet coefficients, Clark et al.[15], Kim
et al.[16], and Ekin[15] used spatial variance.

The block by block energy values are used as input features
for a classifier to decide candidate text containing region. For
the classifiers, a rule based is applied by [18], a heuristics
based is applied by [19,34], MLP is applied by [11], SVM
is applied by [16], and CRF (conditional random field) is
applied by [17]. Pixel block classification methods are fast and
stable: fastness comes from the simplicity of pixel value
operations deduced by pre-defined mathematical formula, and
stability comes from the stability of well-defined statistical
measures. But block classification methods are suffered from
high type-II error level (false negative). In text detection
problem, false positive (incorrectly classifies non-texts to texts)
is tolerable but false negative (incorrectly classifies texts to
non-texts) is not.

The edge based method is bottom-up approach, which
retrieves edge structures from input image and rules out
non-text candidates. For the filtering criterion, geometrical and
statistical characteristics of the connected components of edge
(contour) are used: Smith et al. [19] uses aspect ratio, fill factor,
and size of bounding box; Yassin et al. [20] used gray level
homogeneity in addition to the three features; Chen et al. [21]
used Gabor filter for feature selection and used aspect ratio
for filtering; Wang et al. [22] used color segmentation to locate
text contours; Zhang et al.[23] introduced MRF(Markov
random field) for scene text learning system; Kim et al. [24]
used color continuity, gray level variation and color variation
as the features to build text strokes; Liu et al. [25] used wavelet
coefficients; Lyu et al. [26] used aspect ratio; Takahashi et
al. [27] used representative color, positions, area, and aspect
ratio; Epshtein et al. [3] was more focused attention on retrieval
of edge structure using MSER (maximally stable extremal
regions) and used uniformity of stroke width as its feature.

The features associated with individual contours are taken
as input of classifier to perform filtering: [19, 20] used
rule-based predicators, [21] used MLP, [24] used SVM for the
filtering.

Finally, the texture based methods are characterized by pixel
based (not region based) and neighborhood region’s energy
evaluation (not edge based). Zhong et al. [29] used 1x21
horizontal spatial variance; Wu et al. [30] used nine
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second-order gaussian derivatives; Sin et al. [31] and Mao et
al. [32] used frequency domain analysis of FFT and wavelet,
respectively.  Frequency domain  transformations —are
computationally expensive, applying the transformations at
each pixel is not practically applicable, which is the reason
that researchers choose coarse-to-fine approach like region
based as described above.

3. Context Aware Feature Selection
Model

Suppose the contours of candidate text objects are retrieved
from natural scene image, classification on the contours is best
attained by machine leaming method. For the purpose of
construction of training data feature vector selection is achieved
by estimating two dimensional descriptors of the contours. For
instances, perimeter length ratio to area (Arc/Area = P /A)
for circularity, occupancy ratio (Occupancy = miM/A) for
density, ratio of minimum and maximum axis length of
bounding rectangle (Aspect Ratio = myM) for aspect ratio, and
seven count of central momentum (Lo, Hos, W11, Hiz, Moo, L2y,
1130) of a given contour are the standard measurements. Refer
to the Figure 1for the notations.

All the 10 features described above have the commonality
that they are the descriptors of single contour without any
observation on their neighborhood contours. As can be seen
at Figure 3 below, the graphs of interquartile range show that
these 10 features do not assure obvious separability between
text and noise. This behavior is as expected since a contour
retrieved from tree leaf or brick of building does not show
much difference in the shape with a contour from text.

M |'; [H]
[major axis L

area c Hearest neighbors
perimeter II__ ) ofe

Figure 1. Notations used in feature selection

The discrepancy between texts and noises lies in the spatial
distribution which cannot be assessed by a single contour.
Qualitative examination shows that, as seen in Fig. 2, tree
leaves’ locations are distributed irregularly and bricks of
building have repetition of exact same pattern. Based on this
observation, we propose an enhanced feature selection model
which exercises configurations of neighborhood contours. As
seen in the Fig. 1, for a given contour c the three of nearest
neighbor contours (co, ci, ¢y) are considered.
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Figure 2. Shape of contours retrieved from tree
leaves (top) and bricks of building
(bottom)

Searching for the nearest neighbors is a NP hard problem
[28], which can cause the proposed model unnecessarily
complicated bottleneck and unusable for fast real time
processing environment. We adopt the methods from
FLANN[33]. For the construction of the index class, L2 is
used for the distance measure between features and kd  tree
structure is used for indexing. The nearest neighborhood
searching performance analysis shows that 112.46 average tick
counts with variance of 32.68 in CPU with 3.10GHz, which
amounts to average 0.037 milliseconds and variance 0.011
milliseconds. The contour contour distances D1, D2, and D3
are newly added to the existing feature selection, which grants
context aware property for feature selection. We should
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mention that contour contour distance is scale dependent. For
the purpose of maintaining scale invariant property, we
normalize D1, D2, and D3 by the height of the contour ¢,

ie.

D1 = |c - ¢ / height of ¢
D2 =|c - ¢ / height of ¢
D3 = |c - ¢ / height of ¢

As a result, feature vector selection issummarized at the
Tablel.

Table 1. Formation of feature vector selection.F(10)
F(12) are context aware feature components

0|1|2(3|4|5|6| 7| 8 |9 |1011|12

Loz | o3 | ot | Bz | Lo | i | 30 | P/A |MinyA|myM | D1| D2| D3

Interquartile range analysis and principal component
analysis on the selected features acquired from certain data
set are performed at the following section.

4. Experimental Results

For the validation of the proposed feature vector selection,
we sampled the two groups of image data as the following
way. For the one group, we collected 32 public images from
the English language training data used by ‘tesseract OCR’.
For the other group, we took 32 pictures at the street of New
York City using a cell phone. 16 of 32 pictures contain the
texts and the rest do not contain the texts. Refer to the Table

2 for summary.

Table 2.0rganization of ground truth data set

32 document images containing texts only, which

Set 1 . ..
¢ are the English training data for googletesseract

Set 2 A | 16 natural scene images containing no texts
et

16 street images containing texts

From the Set 1, about 600,000 contours were obtained and
most of the contours of which sizes are greater than the
threshold of 32 are considered as text representing contours,

on the other hand, from the Set 2 A, about 10,000 contours
are picked as the noise representing contours.

Each of 13 components of the proposed feature vector was
measured by using randomly sampled contours from the ground
data set in Table 2, approximately /5%. The graphs in Fig.
3 below present the interquartile range of the values. For
example, the top left graph can be read as follows: the
interquartile range of 1 of ‘text representing contours’ is [0.09,
0.19] and that of ‘noise representing contours’ is [0.06, 0.16].
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Figure 3. Interquartile range of the features for text
and non text. Red colored letter
indicates negative number
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The interquartile ranges of central momentum show that
the medians of text feature fall within the interquartile range
of the noises, which indicates no significant difference between
them. For the case of 2 dimensional spatial edge boundary
descriptors (ARC/AREA, Occupancy, and Aspect Ratio),
except ARC/AREA, there are stronger difference. Among the
newly added features, D2 and D3 have extremely strong
significant difference between the texts and the noises.

Principal component analysis (PCA) is applied to the
covariance matrix of realizations of normalized feature vector
space and is summarized in Table 3. The table demonstrates
two sets of eigenvectors, the one from text feature space (titled
as TEXT) and the other from non text feature space (titled
NON TEXT). The first and second maximal magnitudes of
the five maximum eigenvector are colored red and blue,
respectively. PCA result shows that the maximal eigenvectors
are similar, the second and the third eigenvectors are slightly
different, and the fourth eigenvectors are orthogonally different.
This affords linear separability of the feature vector space
between the text and the non text.

Table 3. List of eigenvectors from PCA on
covariance matrix of feature vectors for
the text and the noise

TEXT ..
INICT0Z | INTLT20) TSR0 | INICT30 INLTL2 | N2 I NULL | AVA Oeel AR| DI |
| 0.00) .00 | 0.00] 0.00.| 0.00] 0.00]0.00(0.00| 0.00| 0.03) 0
| 0.00) .00 | 0.00] 6.00 | 0.00) 0.00]0.00| 0.00) 0.00| 0.1 4]
| oo da0 |0 00 600|000 8 000 00| 8 00| 0 60| 0000 13
-0.01 0.02 | 0.00) 0.0F ( 0.00] 0.00]0.02| 0.05( 0. 05| 0.00
-0.02( 0.05 | 0.00)-0.07 { 0.00]-0.01 | 0. 10| 5_95(-0.13 .00
|002)-003| 002 -0 57| -0.01| & 000 030 19) 0 25| 000
| 0.02) 0391 0.02]0.74| 0.02]-0.03|-0.130.19) 009 0.00}
-0.20( 090 | 0.01)-0.33{ 0.03]-0.05]|-0.00 -0.1 4 -0.03 000
098019004008 -0 1) G 11 |0 0F| -0 024 -0 0] 35
7|-0.08| 006 |-015| 0.12 |-0.13| 801 | 0. 96| -0.07 0.00| 0.00)
|-010| 002|003 0.01 | 0.10) 0740 10|-0.01) 0.00| 0.00}
O04-0031 075|001 (0000850 13|00 0 0] 360
| 0.12)-0.01|-013| 0.00 | 0.971-0.09|0.12|-0.01) 0.00| 0-00}
NON-TEXT -
N2 | INLT20) TSR0 | T30 ILTL | N2 I NULL | AVA( Dee) AR
0.00| 0.00{ 0.00|0.00] 0.00 | 0.00) 0.00{0.00| 0_00{ 0_00| 03
0.00|0.00{ 0.000.00] 0.00 | 0.00] 0.00]0.00| 0_00{ 000 05440,
000|068 0003 00(-0.01 | 0 00] -0 24| 00 0 060 000 0 76l
000|000 0.00|0.01]0.02|0.00]0.9710 00 000 0.00] 019
-0.03| 000 0.00 | 000 0.00.| 0.12] 000000 0_00( 0.00] 0
001 -010(003[-G23| 002|007 0 005 00 0 060 000 &
-0.02]-0.11| 0.02 | 0.97{ 0.05| 0.21]1-0.01 | 000 0.00| 000
0.54|0.02{-019]-0.02| 0.82 |-0.02]|-0.02|0.00| 0.00{-0.02 0-00| 0.00] 0. 00
054|002 0140040521000 0070 000 G0 0 00 3603 00 000
-0.02] 0.011 0.97 |-0.02( 0.23 |-0.04|-0.01 | .00{ 0. 00| 000 0.00|0_00] 0. 00,
0.01 | 000 0.00|0.00]0.02 | 0.00]0.00]0.05| 0.25(0.9d| 0-00| 0.00] 0. 00
g.00| 000 000 000 -0.01 | 0.00) 000 0.04) 0_06] -0.29 000 3. 00] 000
o.00| 000 0.000.00] 0.00 | 0.00) 0.00] 1. 00 -0.0A -0.05 0-00 0.00] 0. 00

With the feature vector selection model as proposed in this
paper, we perform classification using CART, SVM, Naive
Bayesian (N/B), and MLP. For the purpose of demonstration
on enhancement by new feature selection, we also perform
classification with the feature vector model without D1, D2,
and D3. For clarity of writing, we denote CAFV (context aware
feature vector) and CFFV(context free feature vector) as
follows: CAFV = {( F0], ---, F[I2]) | F is defined in Table
1}andCFFV = {( F[0], ---, F[9]) | F is defined in Table 1}

From the ground truth data, two third of them are used
for training and one third of them are used for validation.
The number of data is so large that cross validation is not
necessary. The results of classification are summarized in Table
4. The number of text representing contours is 8017 and the
number of noise (non text) contours is 7,268. As an example,
CART classifier with CAFV determined 7,85] number of
TEXT correctly out of 8017 but a number 166 of texts were
classified as NOISE. It determined 2,629 counts of NOISE
out of 7,268 as TEXT. We use a standard parameter for CART
as follows: maximum depth is 80; minimum sample count for
a node 3; regression accuracy is 0.002; surrogation of node,
Ise rule, and tree pruning are allowed, and priors are set by
uniform vector. For SVM, we use RBF(radial basis function)
kernel. For MLP, we use back propagation rule for error
correction learning and 2 hidden layers with 13 and 5 nodes,
respectively, for multi layered structure.

Table 4. Classification results from the four
different classifiers and the two types of
feature vectors

Feature Selection| CAFV@ CFFVe
NI
E\S‘IJ CLASS<| TEXT+#| NOISE<| TOTAL+| T¥§ NOISE<| TOTAL<
TEXT# | 783i¢ 166+ 80174 | 6,432 1363¢ 8,017¢

CARTY| NOISE<| 2,629¢ | 46390 | 72680 | 26704 43980 7.268¢
TOTAL<| 10,408¢| 48050 | 15285¢| 91224 6163¢ | 15285¢

TEXT#| 5948¢ | 2069¢ | 80i7¢ | 15024 65150 8,0i7¢

SVMe| NOISE<| 6090 | 6,639 | 72680 | 3360| 6732¢ 7.268¢
TOTAL<| 6,337¢ | 87280 | 152850 2,038 13,247¢|  15285¢

TEXT| 356860 | 23310| 8017|5434 25830 80i7¢

NBY | NOISE| 30380 | 41100 | 7268 | 33164 393520 7,268¢
TOTAL+| 88440 | 644l | 13285087504 63330 | 152850

TEXTe | 7629¢ | 3880 | 8017 | 73544 663 8,0i7¢
MLPe | NOISE#| 17i0¢ | 53582 | 72680 | 3467 38010 72680
10,82

TOTAL<| 9,739« 3 94de | 132830 4,464¢ 13,285¢
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To analyze the results, we use the three standard statistical
measurements: precision, recall, and specificity defined as
follows:

® Precision (P) = prob{Classified as TEXT | All TEXT}.

® Recall (R) = prob{Classified as TEXT & ALL TEXT
| Classified as TEXT }.

® Specificity (S) = prob{Classified as NOISE | ALL
NOISE} .

The three measurements are presented in Fig 4 by using
the data in Table 4. As seen in the table, the precisions are
significantly improved by using CAFV. SVM shows failure
in classification with CFFV but becomes successful with
CAFV.

The recall rates are all good and more stabilized with
CAFV. Specificity is a test of negativity, which is not so
important as precision and recall since losing text to noise is

serious but losing noise to text is not serious defect.

08 H —‘
06 -
04 H
02 H
00 H
PR [s |p R |s
CART MLP

@ CAFV|0.979|0.749|0.965|0.742|0.9070.763|0.709|0.6430.638|0.952|0.817(0.935
@ CFFV|0.805/0.707|0.746|0.187|0.737|0.508|0.678|0.621|0.605|0.917|0.680/0.851

Figure 4. Precision, recall, and specificity of
classification results based on CAFV and
CFFV

For the conciseness of paper, we drop the data on the
training error.

Finally, Fig. 5 illustrates the processing time in milliseconds
via CPU tick counts for each classifier. We evaluated the tick
counts during the tests to create the data presented in Table
4. The result indicates that CART is the fastest classifier and
18 times faster than MLP.

CPU processing time (msec)
4500 4147.65
4000
3500 -
3000 -
2500 -
2000 -

1500 735.12 666.23
1000 - 709.02 630.23

3553.3

5001 35854400

; FH

CART SW N/B MLP
O CAFF 36.85 3553.32 709.02 666.23
B CVFF 44.00 414765 735.12 630.23

Figure 5. Time complexity of classifiers for
classification

Interestingly, classification using CAFV (with 13
dimensions) is faster than using CFFV (with 10 dimensions)
except MLP. As seen in PCA analysis, newly added D2 and
D3 are the most significant factors for formation of the feature
vector space of R, Presence of such components may shorten
the depth of the node tree (CART), the process of support
vector finding (SVM). On the other hand, for the case of MLP,
23% increase of feature vector dimension (from 10 to 13)
results in  5.4% more process time (from 630.23 to 666.23
milliseconds) which may be caused by increase of input nodes.

5. Conclusions

We proposed a new feature vector selection model for
supervised learning based contour classification problem, a main
preprocessing stage of video OCR on natural scene since
rectification projection and OCR is subject to be applied only
on the contours categorized as text. A standard method of contour
classification creates the feature vector using two dimensional
geometrical and statistical descriptors of a single contour given
individually. We addressed a question that additional contextual
information on the nearest neighborhood contours, for example
normalized distances between contours, would result in
performance enhancement of classification process.

In section 4, we demonstrated huge improvement on the
classifiers: 17.45%, 55.45%, 3.14%, and 3.43% for CART,
SVM, N/B, and MLP, respectively. The new feature selection
also improved the performance in recall, and specificity. The
statistical measure ’type II error’, can be regarded as 1
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*precision’, is extremely important in this type of problem:
we do not want to lose ’text’ by mis classification to ’noise’,
while the opposite (losing noise’ by mis classification to
’text”) would be acceptable, which implies the precision and
the recall are relatively more important than the specificity.

The results show that the non linear discriminant methods
(CART and MLP) have superior performance to the linear
discriminant methods (SVM and N/B). CART and MLP show
extremely well behavior on the precision and the recall rates.
The result implies that MLP performs very well without
additional context aware features. We would mention that MLP
is 18 times slower than CART. For the video OCR requiring
real time process speed and for the simplicity of its structure,
CART would be the choice.

The objective of this paper is not to find the best feature
vector selection model per se for a specific problem but to
prove significant improvement as a result of context awareness.
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