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Abstract
The ant colony optimization (ACO) algorithm is a new heuristic algorithm that offers good robustness and searching

ability. With in-depth exploration, the ACO algorithm exhibits slow convergence speed, and yields local optimization

solutions. Based on analysis of the ACO algorithm and the genetic algorithm, we propose a novel hybrid genetic ant col-

ony optimization (NHGAO) algorithm that integrates multi-population strategy, collaborative strategy, genetic strategy,

and ant colony strategy, to avoid the premature phenomenon, dynamically balance the global search ability and local

search ability, and accelerate the convergence speed. We select the traveling salesman problem to demonstrate the valid-

ity and feasibility of the NHGAO algorithm for solving complex optimization problems. The simulation experiment

results show that the proposed NHGAO algorithm can obtain the global optimal solution, achieve self-adaptive control

parameters, and avoid the phenomena of stagnation and prematurity.

Category: Smart and intelligent computing

Keywords: Genetic algorithm; Ant colony optimization algorithm; Multi strategies; Hybrid evolutionary

algorithm; Combinatorial optimization problem

I. INTRODUCTION

Many problems in industry, agriculture, national defense,

information, and other areas can be transformed into

combinatorial optimization problems [1]. When intelli-

gent optimization algorithms are used to solve such com-

binatorial optimization problems, these algorithms reveal

their advantages and disadvantages. In response to spe-

cific complex problems, many researchers have proposed

hybrid intelligent algorithms based on fusing different

intelligent optimization algorithms, in order to realize the

complementarity of these advantages and value-added

information [2, 3]. Thereby, these complex optimization

problems can obtain better solutions. At present, the

intelligent optimization algorithms mainly include the

evolution algorithm [4] and the swarm intelligence opti-

mization algorithm [5]. The genetic algorithm (GA) is a

highly parallel, random, and adaptive search algorithm,

which employs the mechanism of natural selection and

natural genetics in living nature. It includes selection

operators, crossover operators, and mutation operators. It

can search for the optimal target by using the population,
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and emphasizing global search ability. But it is inade-

quate in terms of local meticulous search ability. Mean-

while, the ant colony optimization (ACO) algorithm

strengthens local search ability by the positive feedback

of the pheromone. But it is not strong in terms of global

search ability. The imbalance between the global search

and local search could cause the phenomena of prematu-

rity and stagnation. The GA and ACO algorithms are

intelligent optimization algorithms that simulate biologi-

cal evolutionary processes. In essence, they take on the

characteristics of parallelism, robustness, and self-organi-

zation; so that they do not rely on a mathematical model

to solve complex optimization problems, and instead rely

on the ability of the population to search for the optimal

solution. So if the GA and ACO algorithms can be com-

bined to overcome their own shortcomings, while avoiding

the prematurity and stagnation phenomena, this will enable

the maximum extent of collaborative optimization.

In this paper, we analyze the dynamic characteristics,

mechanisms, optimization strategies, and convergence of

the GA and ACO algorithms. We introduce adaptive con-

trol strategy and multi-population strategy into the GA

and ACO algorithms, in order to propose a novel hybrid

genetic ant colony optimization (NHGAO) algorithm,

based on combining these strategies. The NHGAO algo-

rithm takes advantage of the merits of the GA and ACO

algorithms to solve complex optimization problems, in

order to fully reflect the whole optimization ability of the

NHGAO algorithm, dynamically balance the contradiction

between the convergence speed and search range, over-

come the low efficiency of the GA at a certain stage, and

the initial pheromone distribution of the ACO algorithm.

II. RELATED WORKS

In recent years, in response to the existing inadequacy

of the GA and ACO algorithms, there have been many

attempts to use new approaches or strategies to solve

combinatorial optimization problems, in order to obtain

better solutions. Lee et al. [6] proposed a novel algorithm

consisting of the GA with ACO for multiple sequence

alignment. In the proposed GA-ACO algorithm, the GA

is performed to provide a diversity of alignments. ACO is

performed to move out of local optima. Nemati et al. [7]

proposed a novel feature selection algorithm that combines

GAs and ACO for faster and better search capability. The

hybrid algorithm makes use of the advantages of both

ACO and GA methods. Sheikhan and Mohammadi [8]

proposed two hybrid models for short-term load forecasting.

These models use the ACO and a combination of the GA

and ACO (GA-ACO) for feature selection, and a multi-

layer perceptron for hourly load prediction. Shuang et al.

[9] proposed a hybrid PS-ACO algorithm—the ACO

algorithm modified by the particle swarm optimization

(PSO) algorithm. The pheromone updating rules of ACO

are combined with the local and global search mechanisms

of the PSO. On the one hand, the search space is

expanded by local exploration; on the other hand, the

search process is directed by global experience. Dong et

al. [10] proposed a new hybrid algorithm, or the cooperative

genetic ant system (CGAS), to deal with the travelling

salesman problem (TSP). This new approach combines

both the GA and ACO together in a cooperative manner

to improve the performance of the ACO for solving the

TSP. Saenphon et al. [11] proposed a new evolutionary

optimization algorithm based on the actual manifold of

objective function and fast opposite gradient search in

order to improve the accuracy and speed of solution

finding. The first phase searches the best candidate

solutions by using our Fast Opposite Gradient Search on

the manifold of objective function. The second phase

applies ACO to improve the candidate solutions.

III. THE INTELLIGENT OPTIMIZATION 
ALGORITHMS

A. Genetic Algorithm

The GA [12] is a class of population-based stochastic

search techniques that solve problems by imitating pro-

cesses observed during natural evolution. It is based on

the principle of the survival and reproduction of fitness.

The GA is a parallel iterative algorithm with certain

learning ability, which repeats the evaluation, selection,

crossover and mutation operator after initialization, until

the stopping criteria are reached. In the GA, a population

of candidate solutions evolves. Each solution in the can-

didate solutions is encoded as a binary string, called a

chromosome. A fitness function is used to evaluate the

fitness value of each chromosome. A real-coded GA is a

Fig. 1. Searching procedure of the genetic algorithm.
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genetic algorithm representation that uses a vector of

floating-point numbers, instead of 0 and 1, to implement

chromosome encoding. With some modifications of the

genetic operators, the real-coded GA has better perfor-

mance than the binary-coded GA. The crossover operator

of a real-coded GA is performed by borrowing the con-

cept of convex combination. The random mutation opera-

tor is used to change the gene with one random number in

the problem’s domain, assuming that we employ the GA

to search for the largest fitness value with a given fitness

function, as Fig. 1 shows.

B. Ant Colony Optimization Algorithm

The ACO [13] algorithm was introduced by Marco

Dorigo. It is a branch of a newly developed form of artifi-

cial intelligence called swarm intelligence, which studies

the emergent collective intelligence of groups of simple

agents. The ACO is a metaheuristic inspired by the

behavior of real ants in their search for the shortest path

to food. The ACO consists of a number of cycles (itera-

tions) of solution construction. During each iteration, a

number of ants construct complete solutions by using

heuristic information, and the collected experiences of

previous groups of ants. These collected experiences are

represented by the pheromone trail, which is deposited on

the constituent elements of a solution [14-16]. Small quan-

tities are deposited during the construction phase, while

larger amounts are deposited at the end of each iteration

in proportion to the solution quality. Pheromone can be

deposited on the components and/or the connections used

in a solution depending on the problem. Fig. 2 illustrates

the ACO procedure.

IV. MULTI-STRATEGY ADAPTIVE CONTROL
METHOD

A. Self-Adaptive Control Parameters of the GA

In order to balance the search range and search ability

of the GA, many researchers have proposed improved

GAs. For example, Srinivas proposed an adaptive GA,

which uses the difference between the average fitness

value of the population and the fitness value of the opti-

mal individual to determine the diversity of the popula-

tion. However, this algorithm cannot promptly reflect the

premature convergence of an individual. If the difference

between the small fitness value of the individual and the

average fitness value of the population is large, then the

algorithm will mistakenly believe that the population did

not discover a premature convergence. Also, the algorithm

cannot escape from a local optimal solution to reduce the

search optimization performance. If the fitness value of

the individual is greater than the average fitness value of

the population ( ), the fitness values of these individuals

will redo the method in order to obtain the average

value ( ). Define , which represents the

premature convergence extent of the population. Then:

(1)

(2)

where the coefficient values of k1, k2, k3, and k4 are less

than or equal to 1.  is the larger fitness function

value in two crossover individuals.  is the used func-

tion value of a mutation individual.

B. Self-Adaptive Control Parameters of the
ACO

In the transition of the ant colony, the value of q(t) is a

consistently distributed random number on the [0,1]

interval. Thus the diversity of the solution increases. To a

certain extent, the trend of falling into the local optimum

weakens. But q(t) is difficult to control because of the

random number. So this paper uses a uniformly distrib-

uted random number on the [0,1] interval. 

(3)

where . Due to the existing pheromone evapo-

ration system ρ(t), if the scale of the problem is large, the

amount of pheromone on the not being searched path will

gradually reduce to close to zero because the pheromone

evaporation coefficient (1-ρ) is adopted. This states that a

path that reduces the global search ability will not be

searched. If the value of ρ is too large with an increase of

the pheromone of the solution, the previously searched

solution is more likely to be selected, which will affect

the global search ability of the algorithm. So the value of

f t( )

f t( ) Φ fGA

max

 t( ) f t( )–=

Pc t( )
k1 fGA

max

 t( ) fGA
′

t( )–( )

fGA
max

 t( ) f t( )–
-----------------------------------------, fGA

′
t( ) f t( )≥

k3,   fGA
′

t( ) f t( )                      ≤⎩
⎪
⎨
⎪
⎧

=

Pm t( )
k2 fGA

max

 t( ) fGA t( )–( )

fGA
max

 t( ) f t( )–
-----------------------------------------, fGA t( ) f t( )≥

k4,   fGA t( ) f t( )                      ≤⎩
⎪
⎨
⎪
⎧

=

fGA
′

t( )
fGA t( )

q t 1+( ) q t( ) µ⁄ , q t( ) 0, µ( )               ∈
1 q t( )–( ) 1 µ–( )⁄ , q t( ) µ, 1( )∈⎩

⎨
⎧

=

µ 0, 1( )∈

Fig. 2. Flow chart of the ant colony optimization (ACO).
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ρ should reduce in order to improve the global search

ability. But this will reduce the convergence speed. In

response to the above shortcomings, we can use the adap-

tive method to control the value of ρ. The specific real-

ized approach is: The initial value is ρ = 0.999. When the

optimal value does not obviously change in T cycle

times, the value of ρ will reduce to:

(4)

where ρmin is the minimum value of ρ in order to prevent

reducing the convergence of the algorithm, because of the

too small value of ρ. rand() is a random function. The

method of the adaptive changing ρ value effectively

improves the global search ability of the algorithm under

a certain search speed.

V. THE IDEA AND A DESCRIPTION OF THE
NHGAO ALGORITHM

The basic idea of the NHGAO algorithm is that in each

cycle of the NHGAO algorithm, the GA and ACO algo-

rithms guide each other by updating the global optimiza-

tion solution. In the GA, a population is regarded as an

ant colony, and then one individual in the population is

regarded as an ant in the ant colony. The obtained optimal

solution by the crossover and mutation operations is used

to describe the selected action of the path of the ant. The

selection operation based on fitness evaluation function

can preserve the relation of each generation among these

ants. In the ACO algorithm, each ant selects one path

according to the heuristic function and the consistency of

the pheromone. The ant colony uses the pheromone that

is left to achieve the collaborative purpose. Each ant may

be regarded as an individual in the GA. The ant colony of

each generation may be regarded as the population of

each generation in the GA. The ACO algorithm empha-

sizes the search process of the individual. The collabora-

tive work of the ant colony is obtained by using positive

feedback operation of the pheromone that is left. The

NHGAO algorithm obtains the global search ability of

the GA and the local search ability and convergence

speed of the ACO algorithm by the multiple cycles. So

the two algorithms combine and complement each other.

The NHGAO algorithm functions as an adaptive collabo-

rative optimization algorithm with better time efficiency

and solving efficiency.

The description of the NHGAO algorithm is shown:

Step 1: Generate the initial population, and initialize

the other parameters. These parameters include the initial

population (MG
), number of ants, crossover probability

(Pc
), mutation probability (Pc

), and iteration (Tmax
).

Step 2: Calculate the fitness value of each individual,

by comparing and updating the optimal fitness value. The

average fitness value is calculated according to the fol-

lowing formula:

(5)

(6)

Step 3: Adaptively control the parameters of the GA in

order to obtain the crossover probability Pc(t) and muta-

tion probability Pm(t) in this iteration.

Step 4: Set the initial iteration t = 0.

Step 5: Execute mutation operation of the GA. Each

parent individual generates a sub-individual following

the generating method:

(7)

Step 6: Obtain several optimal solutions. The obtained

fitness values of the algorithm are compared in order to

the global optimal value, gBest. If the accuracy meets the

requirement, the algorithm goes into step 5 to continue

running, otherwise looping through steps 2 to 5, until

reaching the set maximum number of iterations.

Step 7: Use the optimal solution to initialize the phero-

mone on each path in order to obtain the value of the

pheromone of each path at the same time.

Step 8: Each ant in the ACO algorithm selects the next

access node according to expressions (8) and (9).

(8)

(9)

Step 9: Update the pheromone according to expression

(10).

(10)

Step 10: Calculate the completed length of one visited

path of each ant, and the fitness value of the solution.

Record the optimal solution Sbest(t) of this iteration. If the

value of Sbest(t) is better than Sbest, then Sbest = Sbest(t). Oth-

erwise return to step 8.

Step 11: Adaptively control the parameters of the ACO

algorithm to update the global pheromone.

Step 12: Calculate and record the average value 

of the obtained solutions of the ACO algorithm in this

iteration.

Step 13: Calculate the fitness function value and the
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average value of the NHGAO algorithm according to the

expression. The fitness value of the obtained individual

that is greater than the value of  is determined to

replace the lower fitness value of the individual in the ini-

tial population. 

Step 14: Calculate the fitness function values of all

solutions. If the obtained optimal solution is better than

the historical optimal solution, the obtained optimal solu-

tion will replace the historical optimal solution. Other-

wise, return to step 12.

Step 15: Calculate the average value of the fitness

function (F(t+1)). If the termination condition is met, out-

put the history optimal solution. Otherwise t = t + 1, and

return to step 5.

VI. THEORETICAL ANALYSIS OF THE NHGAO
ALGORITHM

 

The parent-individuals on the coding space generate

sub-individuals according to expression (7). When the

mutation value is larger, the Hamming distance between

parent-individuals and sub-individuals is even greater for

two full permutations on the corresponding problem space.

When the mutation value is small, the Hamming distance

between parent-individuals and sub-individuals is smaller

with high probability.

The character accords with the solving idea of the evo-

lutionary algorithm. The NHGAO algorithm achieves glo-

bal optimization with a larger mutation value, and local

optimization with a smaller mutation value. Accordingly,

this explains the effectiveness of the NHGAO algorithm.

The individuals are n-1 natural binary. After a single

point crossover is executed, the legal n-1 natural binary is

obtained. So the crossover operation cannot generate

invalid individuals.

VII. EXPERIMENTAL RESULTS AND ANALYSIS
 

 In order to test the performance of the NHGAO algo-

rithm, we selected several instances from TSPLIB (http://

comopt.ifi.uni-heidelberg.de/software/TSPLIB95/) to test

the algorithm. We used MATLAB 2010 to test these

instances. According to the characteristics of TSPLIB,

the distance between any two cities is calculated by the

Euclidian distance. At the same time, the GA, ACO, and

NHGAO algorithms are selected to analyze and compare

their optimized performances. The initial parameters of

the algorithms are selected after thorough testing. In the

simulation experiments, the alternative values were tested

and modified for some functions in order to obtain the

most reasonable initial values of these parameters. In the

simulation experiments, this paper considers the random

factors of the GA, ACO, and NHGAO algorithms. So for

each TSP, the best value and the average value are com-

pared. These algorithms are executed on each TSP

instance with ten trials, and Table 1 shows the results of

the simulated experiments.

As can be seen from Table 1, for the 12 TSP instances

with GA, ACO, and NHGAO algorithms, the values of

best and average of the NHGAO algorithm are the best

for all experiments. In addition, for TSP instances eil51,

the proposed NHGAO algorithm can find the best-known

solution 426. In particular, for TSP instances berlin52

and kroA200, the new best-known solutions 7543 and

29383 approach the best-known solutions 7542 and

29368. For larger scale instances, Table 1 shows that the

average results of the proposed NHGAO algorithm are

better than those of other methods.

In order to validate the effectiveness of the proposed

NHGAO algorithm, the NHGAO algorithm is compared

with other methods [17-19], for 15 TSP benchmark

instances from TSPLIB with city scales from 51 to 1655.

Table 2 shows a comparison of the experimental results.

From Table 2, we can see that the best solution found

of the NHGAO algorithm is better than those of the other

three algorithms for the data sets eil51, ch130, ch1150,

kroA200, kroB200, lin318, rat575, rat783, and d1655.

The average solution found of the NHGAO algorithm is

better than those of the other three algorithms for the data

sets eil76, rad100, eil101, lin105, ch1150, kroB150,

kroA200, kroB200, lin318, rat575, rat783, fl140, and

d1655. Fig. 3 shows a comparison of the best solution

and the average solution to the best-known solution, for

the different methods. Table 2 and Fig. 3 reveal that the

NHGAO algorithm shows better optimization perfor-

mance than the other methods in the mass for each TSP.

F t( )

Table 1. The results of the simulated experiments

Inst.
GA ACO NHGAO

Best Avg. Best Avg. Best Avg.

eil51 443.25 465.16 431.32 439.13 426 429.03

berlin52 7623.2 7678.4 7587.5 7604.3 7543.3 7545.2

rat99 1312.2 1338.7 1265.8 1297.2 1217.1 1225.5

ch130 6120.3 6194.3 6149.3 6175.3 6116.7 6121.5

u159 42834 42966 42491 42508 42388 42410

kroA200 29868 29984 29511 29525 29383 29436

pr299 48739 48897 48400 48485 48248 48311

rd400 15764 15932 15461 15520 15334 15393

rat575 6989.1 7098.5 6916.3 6997.3 6856.4 6903.4

rat783 9102.3 9169.8 8998.2 9016.6 8948.2 8979.1

pr1002 265669 266149 264141 265680 263282 264187

pcb3038 143341 144902 141095 141955 140593 141043

GA: genetic algorithm, ACO: ant colony optimization, NHGAO: novel

hybrid genetic ant colony optimization.
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VIII. CONCLUSION
 

In response to the prematurity and stagnation phenom-

ena of the GA and ACO, we analyze the operating char-

acteristics of the GA and ACO, and introduce an adaptive

control strategy and a multi-population strategy into the

GA and ACO in order to propose an NHGAO algorithm

based on these strategies. The NHGAO algorithm uses

the characteristics of random search and global conver-

gence of the GA, and the parallelism, positive feedback

mechanism and high solving efficiency of the ACO algo-

rithm to update the global optimal solution. The multi-

population strategy can integrate and share the good

genes of each population, improve the population, and

accelerate the evolution speed of the population. At the

same time, the diversity of the population, convergence

speed, and determining function are defined to evaluate

the current running state of the algorithm. The running

algorithm is automatically adjusted according to the eval-

uation results of the algorithm in order to achieve genetic

and ant colony coevolution. The simulation results fully

demonstrate that the proposed NHGAO algorithm accel-

erates the convergence speed, improves the results of the

search problem, and suppresses the prematurity and stag-

nation phenomena.
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