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ABSTRACT. We analyze the MMPP/G/1/K queue with a modified state-dependent service rate.
The service time of customers upon service initiation is changed if the number of customers in
the system reaches a threshold. Then, the changed service time is continued until the system
becomes empty completely, and this process is repeated. We analyze this system using an
embedded Markov chain and a supplementary variable method,and present the queue length
distributions at a customer’s departure epochs and then at an arbitrary time.

1. INTRODUCTION

In this paper, a finite capacity queueing system with a modified state-dependent service
rate is analyzed. Queueing systems with finite buffers existin a wide variety of applications
such as computer systems, telecommunication networks, andproduction lines, among others.
While operating systems with a queue, in which the arrivals at the systems and the service
of customers (packets or lots) occur randomly, some customers may suffer long delays or be
blocked. This can finally lead to a situation in which the delay requirements of users are not
satisfied. Possible solutions to this problem is to control the arrival or the service rate. For the
queueing model with queue length dependent arrival rate, refer to Choi et al. [3]. A variable
service rate depending on the queue length considered in this paper operates as follows: when
the number of customers in the system exceeds the threshold,the service rate is increased to a
certain value to serve customers more quickly. The increased service rate continues until the
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system becomes empty for the first time, and then the service rate is reduced to its original
value.

The scheme-variable service characteristics based on the state of the system have been exten-
sively applied in real-world applications. For example, systems adapting service speed based
on the queue length can be found in telecommunication systems such as that proposed by Choi
et al. [4]. By applying a cell-discarding scheme for voice packets in ATM (Asynchronous
Transfer Mode) networks, Choi et al. [4] analyzed theM/G1, G2/1 queue. Also, the applica-
tions in call centers can be found in Bekker et al. [1].

For analytical approaches, Choi et al. [4] obtained analytical expressions by means of inte-
gral representations and devised an asymptotic approximation for the system size distribution.
Choi et al. [5] analyzed theMX/G/1 model with queue-length dependent service times us-
ing Markov renewal theory and presented the queue length distributions including the transient
distribution at timet and its limiting distributions. Also, the virtual waiting time distribu-
tion was presented. Choi et al. [4] and Choi et al. [5] aptly summarized previous work on
queueing systems with queue-length dependent service times. These results dealt with one
threshold policy, and the two thresholds policy can be foundin Dudin [6], Nishimura and Jiang
[7], Nobel and Tijms [8], Zhernovyi and Zhernovyi [9, 10]. Specifically, Zhernovyi and Zh-
ernovyi [9, 10] analyzed the finite queueing model with the two thresholds policy using the
Korolyuk potential method. They gave the Laplace transformfor the distribution of the num-
ber of customers during a the busy period, the distribution function for the busy period, the
mean duration of the busy period, and the formula for the stationary distribution of the number
of customers and other measures. Our model differs from previous works in that it considers
a Markov-modulated Poisson process (MMPP) as the arrival process of customers. In many
realistic situations, particularly in telecommunicationsystems, there is a correlation between
the inter-arrival times of customers (or packets) and the degree of burstiness. It requires the
use of correlated arrival models rather than models assuming Markoivan arrival streams [2].
The MMPP is used to model traffic streams with bursty characteristics and time correlations
between inter-arrivals. For example, traffic such as voice and video in telecommunication net-
works has these properties. We claim that our model extends previous ones on queues with a
state-dependent service rate with one threshold by considering the MMPP. The MMPP is as-
sumed as the arrival process of customers that have not been considered; this assumption can
be more suitably utilized in real-world problems such as telecommunication systems.

The remainder of this paper is organized as follows. Section2 describes the mathematical
model. In Section 3, queue length distributions upon departure and arbitrary epochs are pre-
sented. We first derive the queue length distribution at a customer’s departure epochs using an
embedded Markov chain. Next, the queue length distributionat an arbitrary time is obtained
using a supplementary variable method. Other performance indices, such as the loss proba-
bility and the mean queue length, are also presented. Section 4 gives numerical examples and
Section 5 concludes the paper.
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2. MODEL DESCRIPTION

There are a single server and a buffer with finite capacityK including a customer in service.
Customers arrived when the buffer is full are blocked and lost. The customers are served by
first-come, first-served (FCFS) approach based on their arrival order. The service times of
customers are different depending on queue length. Specifically, if the number of customers in
the system is less than the threshold valueL at the service initiation, the customers have the
service timeS1 with distribution functionG1, a mean ofµ1 and the Laplace transformG∗

1(s).
If the number of customers in the system is equal to or greaterthan the threshold valueL at the
service initiation, the customers have the service timeS2 with distribution functionG2, a mean
of µ2, and the Laplace transformG∗

2(s). This service time (S2) of customers continues until
the system becomes empty. Then, the customers are served by the service timeS1 again until
the number of customers in the system reaches the thresholdL. We assumeµ2 ≤ µ1 because
the faster services are required when there are relatively more customers in the buffer.

The arrival process of customers is assumed to follow an MMPPwith representation(Q,Λ).
Here, the matrixQ is the infinitesimal generator matrix of an underlying Markov processJ(t)
with state space{1, 2, · · · , N}. And the matrixΛ = diag(λi) is the arrival rate matrix. The
stationary probability vectorπ of the underlying Markov processJ(t) is given by solving the
equation

π Q = 0, π e = 1,

wheree and0 are vectors of sizeN consist of all ones and zeroes, respectively. LetM(t) be
the number of arrivals byΛ during the interval(0, t]. At this stage, we define the conditional
probabilities:

pi,j(n, t) = Pr{M(t) = n, J(t) = j | M(0) = 0, J(0) = i}, n ≥ 0.

Then, the matrixP (n, t) is defined asP (n, t) , (pi,j(n, t))1≤i,j≤N .

3. ANALYSIS

3.1. Queue length distribution at departure epochs. First, the queue length distribution at
the departure epochs of customers is considered. We term theperiod in which the service
time of customers is generated by the service timeS1 as the underload period and the period
in which the service time of customers is generated by the service timeS2 as the overload
period. As soon as the system becomes empty, the underload period is started. The overload
period starts from when the number of customers in the systemat service initiation reaches the
thresholdL to the instant when the system becomes empty.

Now we introduce the notations:

τn = thenth customer’s departure epoch, n ≥ 1, τ0 = 0,

Nn = the number of customers in the system at timeτn+,
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ξn =

{
1, if the system is in the underload period at timeτn+

2, if the system is in the overload period at timeτn+,

Jn = the state of the underlying Markov process at timeτn + .

Then, the process{(Nn, ξn, Jn), n ≥ 0} form a Markov chain with finite state space in lexico-
graphic order :{

(0, 1, 1), · · · , (0, 1, N), (0, 2, 1), · · · , (0, 2, N), · · · ,

(L− 1, 1, 1), · · · , (L− 1, 1, N), · · · , (L, 1, 1), · · · , (L, 1, N), · · ·

(L+ 1, 2, 1), · · · , (L+ 1, 2, N), · · · , (K − 3, 1, 1), · · · , (K − 3, 2, N), · · · ,

(K − 2, 1, 1), · · · , (K − 2, 2, N), (K − 1, 1, 1), · · · , (K − 1, 2, N)
}
.

Note that ifNn = 0, thenξn = 1, and ifNn ≥ L, thenξn = 2. We define the steady-state
probability of the Markov chain{(Nn, ξn, Jn), n ≥ 0} as follows:

xk,r,j = lim
n→∞

Pr{Nn = k, ξn = r, Jn = j}, 0 ≤ k < K, r = 1, 2, j = 1, 2, · · · , N.

Also, the vectors are defined.

xk,r = (xk,r,1, · · · , xk,r,N)

xk = (xk,1, xk,2)

x = (x0, x1, · · · , xK−1).

Note thatx0,2 = 0, xk,1 = 0 for L ≤ k < K. We introduce the following probability matrices:

Ar
n =

∫ ∞

0
P (n, x)dGr(x), r = 1, 2

A
′

n =

∫ ∞

0
P (0, t)dtΛA1

n = (Λ−Q)−1ΛA1
n,

A
r

n =
∞∑
k=n

Ar
k, A

′

n =
∞∑
k=n

A
′

k.

Also, the following matrices are introduced:

Bk =

(
A

′

k 0
0 0

)
, 0 ≤ k ≤ L− 1, B

′

k =

(
0 A

′

k

0 0

)
, k ≥ L,

Ck =

(
A1

k 0
0 A2

k

)
, C

′

0 =

(
A1

0 0
A2

0 0

)
, C

′

k =

(
0 A1

k

0 A2
k

)
,

Dk =

(
0 0
0 A2

k

)
, k ≥ 0,

and

B
′

n =

(
0 A

1
n

0 0

)
, C

′

n =

(
0 A

1
n

0 A
2
n

)
, Dn =

(
0 0

0 A
2
n

)
.
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Then, the transition probability matrixQ of the Markov chain{(Nn, ξn, Jn), n ≥ 0} is given
by

Q =



B0 B1 B2 ... BL−1 B
′

L
B

′

L+l
... B

′

K−3 B
′

K−2 B
′

K−1

C
′

0 C1 C2 ... CL−1 C
′

L
C

′

L+l
... C

′

K−3 C
′

K−2 C
′

K−1

0 C0 C1 ... CL−2 C
′

L−1 C
′

L
... C

′

K−4 C
′

K−3 C
′

K−2

...
...

...
...

...
...

...
...

...
...

...
0 0 0 ... C1 C

′

2 C
′

3 ... C
′

K−L−1 C
′

K−L
C

′

K−L+1

0 0 0 ... D0 D1 D2 ... DK−L−2 DK−L−1 DK−L

0 0 0 ... 0 D0 D1 ... DK−L−3 DK−L−2 DK−L−1

...
...

...
...

...
...

...
...

...
...

...
0 0 0 ... 0 0 0 ... D1 D2 D3

0 0 0 ... 0 0 0 ... D0 D1 D2

0 0 0 ... 0 0 0 ... 0 D0 D1


.

The steady-state probability vectorx of the Markov chain{(Nn, ξn, Jn), n ≥ 0} is given by
solving the equations:

x Q = x, x e = 1,

wheree = (1, 1, · · · , 1)T .

3.2. Queue length distribution at an arbitrary time. In this subsection, we derive the prob-
ability distribution of the queue length at an arbitrary time. LetN(t) andJ(t) be the number of
customers in the system and the state of the underlying Markov process at timet, respectively.
In addition,

ξ(t) =

{
1, if the system is in the underload period at timet,

2, if the system is in the overload period at timet.

We define the stationary probabilities:

yn(j) = lim
t→∞

Pr{N(t) = n, J(t) = j}, 0 ≤ n ≤ K.

yn = (yn(1), yn(2), · · · , yn(N)).

First, by the key renewal theorem, we have

y0(j) = jth component of

[
1

E
x0,1(Λ−Q)−1

]
,

whereE = x0,1
[
(Λ−Q)−1e+ µ1

]
e+
∑L−1

n=1 xn,1eµ1+
∑K−1

n=1 xn,2eµ2 is the mean interde-
parture time of customers.

Next, we derive the probabilitiesyn(n ≥ 1) by using a supplementary variable method. Let
T̃ and T̂ be the elapsed and remaining service time for the customer inservice, respectively.
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Furthermore, we define the stationary joint probability distribution of the number of customers
in the system and the remaining service time for the customerin service:

αr(n, j, x)dx = lim
t→∞

Pr{N(t) = n, ξ(t) = r, J(t) = j, x < T̂ ≤ x+ dx},

n ≥ 1, r = 1, 2,

and the Laplace transform ofαr(n, j, x)

α∗
r(n, j, s) =

∫ ∞

0
e−sxαr(n, j, x)dx.

α∗
r(n, s) = (α∗

r(n, 1, s), · · · , α
∗
r(n,N, s)).

In order to derive the queue length distribution at an arbitrary time, the number of arrivals
of customers during the elapsed service time should be obtained. Thus, we also define the
following conditional probabilityβr(n, j1, j2, x)dx as follows:

βr(n, j1, j2, x)dx = lim
t→∞

Pr{ n arrivals of customers during̃T , ξ(t) = r,

J(t) = j2, x < T̂ ≤ x+ dx|J(t) = j1}, n ≥ 0, r = 1, 2,

where t is the service starting time of the customer serving at timet. We also define the
Laplace transformβ∗

r (n, j1, j2, s) of βr(n, j1, j2, x) and matrixβ∗
r (n, s) with β∗

r (n, j1, j2, s)
as(j1, j2)−elements:

β∗
r (n, j1, j2, s) =

∫ ∞

0
e−sxβr(n, j1, j2, x)dx

β∗
r (n, s) = (β∗

r (n, j1, j2, s))1≤j1,j2≤N , r = 1, 2.

By conditioning the queue length at last service completionepoch before timet, α∗
r(n, s)

satisfy the following equations:
For1 ≤ n < K,

α∗
1(n, s) =

µ1

E

x0,1β∗
1(n− 1, s) +

min{n,L−1}∑
k=1

xk,1β
∗
1(n − k, s)

 ,

α∗
2(n, s) =

µ2

E

[
n∑

k=1

xk,2β
∗
2(n− k, s)

]
.

Using the method introduced by Choi et al. [4],β∗
r (n, s) is given as follows:

β∗
r (n, s) =

1

µr

[
n∑

k=0

Ar
kRn−k(s)−G∗

r(s)Rn(s)

]
, r = 1, 2,

whereRn(s) = (sI−Λ+Q)−1{Λ(Λ−sI−Q)−1}n. Substitutingβ∗
r (n, s)(r = 1, 2) into above

equations, and puttings = 0, we obtain the following stationary queue length probabilities at
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an arbitrary time. For1 ≤ n < K,

yn = α∗
1(n, 0) + α∗

2(n, 0)

=
1

E

[
x0,1

[ n−1∑
k=0

A1
k(Q − Λ)−1{Λ(Λ−Q)−1}n−1−k − (Q − Λ)−1{Λ(Λ−Q)−1}n−1

]

+

min{n,L−1}∑
k=1

xk,1

[ n−k∑
m=0

A1
m(Q−Λ)−1{Λ(Λ−Q)−1}n−k−m − (Q−Λ)−1{Λ(Λ−Q)−1}n−k

]
+

n∑
k=1

xk,2

[ n−k∑
m=0

A2
m(Q − Λ)−1{Λ(Λ−Q)−1}n−k−m − (Q− Λ)−1{Λ(Λ−Q)−1}n−k

]]
.

and

yK = π −

K−1∑
n=0

yn.

Finally, we obtain the following performance measures using the stationary queue length
distribution{yn, n ≥ 0}:
(a) The loss probability (Ploss):

Ploss=
yKΛe∑K
k=0 ykΛe

.

(b) The mean queue length:

M =

K∑
i=1

iyie.

(c) By Little’s law, we obtain the mean waiting time in the system:

W =
M

λ∗(1− Ploss)
,

whereλ∗ = πΛe.

4. NUMERICAL RESULTS

In this section, we present numerical results on the effectsof the modified state-dependent
service rate on the mean waiting time and loss probability. We set the capacity of the buffer to
K = 10 and the threshold value toL = 5. We assume that the arrivals of customers follow an
MMPP with

Q =

(
−q12 q12
q21 −q21

)
, Λ =

(
λ1 0

others0 λ2

)
,

andq12(= q21) = 0.1 andλ2/λ1 = 10. The effective arrival rateλ∗ for this MMPP is given
by λ∗ = πΛe.
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To investigate the effect of the modified state dependent service rate, we consider three cases.
For the ‘High’ and ‘Low’ cases below, queueing systems have two service distributionsS1 and
S2.

• ‘without Threshold’ case: The ordinary system without threshold values is assumed.
Its service time distribution having mean 2 is assumed to follow hyper-exponential
distribution with the probability density functionpθ1e−θ1t + (1 − p)θ2e

−θ2t, where
p = 1/3, θ1 = 1/4, andθ2 = 1.

• ‘High’ case:S2 is a hyper-exponential variable with mean 0.5 (p = 1/4, θ1 = 3, θ2 =
9/5). S1 is assumed to have the same distribution of the ‘without Threshold’ case
(mean=2).

• ‘Low’ case:S2 is a hyper-exponential variable with mean 1 (p = 1/4, θ1 = 3/2, θ2 =
9/10). S1 is assumed to have the same distribution of the ‘without Threshold’ case
(mean=2).

Fig. 1 and Fig. 2 show the mean waiting time and loss probability as a function of effective
arrival rate, respectively. These figures show that the meanwaiting time and the loss probability
generally increase as the effective arrival rate increases. Furthermore our model outperforms
the ordinary queueing system without threshold values. Also Fig.1 shows that the mean waiting
times converge to certain values : (the capacity of the buffer) × (mean service time). Figures
3 and 4 also present the mean waiting time and the loss probability in which all conditions are
identical except the mean of the service time distribution of ‘without Threshold’ case is 4.

In Fig. 1 and Fig. 3, it is observed that the mean waiting time increases in the beginning but
decreases later as the effective arrival rate increases. Itcan be interpreted as follows. As the
effective arrival rate increases, the mean queue length also increases. When the mean queue
length is larger than a threshold value, customers are more likely to be served by a increased
service rate. As a result, the mean waiting time decreases.

FIGURE 1. Mean waiting time over theλ∗(effective arrival rate)
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FIGURE 2. Loss probability over theλ∗(effective arrival rate)

FIGURE 3. Mean waiting time over theλ∗(effective arrival rate)

FIGURE 4. Loss probability over theλ∗(effective arrival rate)
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5. CONCLUSION

In this paper, we analyzed an MMPP/G/1/K queueing system with queue length-dependent
service rates. Several results including the queue length distributions, loss probability and mean
queue length (mean waiting time) are presented. However, determining the optimal thresholds
was not discussed. Determining an optimal threshold policy, such as the number of threshold
values and specified threshold values, which minimize the long-run average cost with consid-
eration of some reasonable cost factors can be suggested forfuture research. Holding cost per
a customer, switching-over cost and operating cost for eachservice mode can be considered.
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