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Abstract

A new classification framework called ‘support feature machine’ was introduced in [2] for analyzing medical data. 

Contrary to authors’ claim, however, the proposed method is not designed to guarantee minimizing the use of the 

spatial feature variables. This paper mathematically remedies this drawback and provides comments on models from 

[2].
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1. Introduction

A new classification framework called support 

feature machine (SFM) was introduced in [2]. 

The authors claim that SFM is specialized for 

analyzing medical data in that it “matches tem-

poral patterns (in time series analysis) using the 

nearest neighborhood rule, while optimizing the 

selection of good (spatial) features” and pre-

sented two integer programming (IP) classi-

fication models and their mixed integer and linear 

programming (MILP) extensions. Specifically, 

for classifying two types of   (training) data, let 
∈ , ∈ ⋯  , be a decision variable 
indicating if feature   is selected and ∈ , 
∈ ⋯  , be a decision variable indicating if 
data   is correctly classified by a SFM rule to 

be discovered. Let
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where   is a vector of 1’s of appropriate di-

mension,   , ϵ, and     for 
∈ ⋯   and ∈ ⋯   is an accuracy 
matrix, where     indicates that the nearest 

neighbor rule correctly classified training sam-

ple   at feature dimension   or 0 otherwise. Let
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where (
) is the average distance between 

training sample   and all training samples from 

the same (different) class at feature dimension 

  and       
   for   ⋯   and 

  ⋯  . (We note that, unlike in ,   and 

  values are not specified for  in [2].) The two 

integer programming classification models from 

[2] are

V-SFM :    ∈
    ∶≥

and

A-SFM :    ∈
    ∶≥,

and their four MILP extensions in [2] are the 

ones that are obtained from the two IP models 

by simply relaxing the 0-1 integrality require-

ment on feature variables from ∈   to 
∈ .
Support features are a minimal subset of all 

features that can describe the data under analysis 

without contradiction. Note in the formulations 

of V-SFM and A-SFM that they are designed 

for maximizing the number of correctly classified 

data only by the nearest neighborhood rule, and 

there is no ‘mechanism’ in these models that deals 

with the selection of support features other than 

the 0-1 integrality on feature variables  . To be 

more specific, since an optimal solution to any 

IP is not likely to have all its 0-1 variables to 

take value 1, simply requiring integrality on 

∈   , one obtains a naive and passive way 

of identifying a subset of the spatial features, and 

this is exactly what V-SFM and A-SFM are de-

signed to do.

In summary, we note that the classification 

framework as proposed in [2] cannot minimize 

the number of (spatial) features in maximizing 

the number of correctly classified data, and, 

hence it is difficult to categorize it as a ‘support 

feature machine’ that is specialized for effectively 

analyzing medical data with both temporal and 

spatial characteristics.

In this paper, we present a way to mathemati-

cally remedy the drawback of the two IP classi-

fication models above to transform them into 

valid support feature machines that minimize 

the number of features in maximizing the num-

ber of correctly classified data. We also provide 

three comments in regard to classification mod-

els from [2].

2. Remedying V-SFM and 
A-SFM for Selecting 
Support Spatial Features

In order for the two SFM models of the pre-

vious section to select a minimal number of spa-

tial features, the objective functions in V-SFM 
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and A-SFM need to be modified to include a 

function (or extra terms) involving feature vari-

ables  . 

Taking V-SFM for example, let us consider 

the following IP model :

V'-SFM :  ′   ∈
 ′    

                       ≥

As seen, the multiobjective function of V'-SFM 

maximizes the number of correctly classified da-

ta via the maximization of   and, at the same 

time, minimizes the number of features to use 

via the minimization of  . As for the coefficient 

, one can choose any real value from the interval

∈ 
 .

For example, one can simply choose 


. 

Then, an optimal solution of V'-SFM can be 

shown to correctly classify the same number of 

data as an optimal solution of V-SFM while using 

a minimal subset of the spatial features. This is 

shown by the following lemma.

Lemma 1.  Consider V-SFM and V'-SFM 

formulated on the same set of (training) data. 

Let     and ′ ′  denote an optimal sol-
ution of V-SFM and V'-SFM, respectively. 

Then, we have

  ′ .

Proof: First, note that the two IP models have 

the same set of constraints, hence, by the nature 

of optimization principles, we have 

   
 ≥′               (1)

Next, we note that     is a feasible sol-

ution to V'-SFM, and this naturally yields 

′′≥  .

Since ∈  
 , we have

ω′  and  ,

which, along with ∈   , yields

 ≤′.

Combining the above with (1), we obtain the 

desired result.☐
In brief, this lemma shows that V'-SFM 

matches temporal patterns by using the nearest 

neighborhood rule while using a minimal subset 

of all spatial features. Likewise, one can let

A'-SFM :  ′  ∈
 ′    
≥

and use ∈  
   to obtain a rectified model of 

A-SFM for selecting support spatial features.

3. Additional Remarks

We close this short note with three remarks 

on classification models from [2].

Remark 1: No specific values are given in [2] 

for   and   in the definition of Δ for A-SFM. 

We determine these values in this remark.

One immediately notes that     when ∑    

 ∑      only if   takes a value that 

is greater than or equal to the maximum value 

of ∑    ∑     for ∈ ⋯  .
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Thus, one can use ≔∈  ⋯ ∑     

and ≔∈  ⋯  ∑     in A-SFM.

Remark 2: A-SFM model counts all un-

classified data   with ∑     ∑      to-

ward correct classifications as the two con-

straints for data   in Δ reduce to  ≥  and 

 ≥, hence ≤ ≤. Now, since the ob-

jective function ∑     is to be maximized, 

A-SFM sets all such     in an optimal solution.

This is a mathematical ‘deficiency’ of A-SFM 

but can prove beneficial from a classification 

perspective. As seen, this can inflate the training 

performance of A-SFM classifiers (refer <Tables 

4> and <Table 5> in [2]). Furthermore, this can 

allow A-SFM classifiers to be less affected by 

support vectors (the harder-to-classify data) and, 

thus, can help them perform better in testing (refer 

<Table 6> in [2]).

Likewise, ϵ  terms in the second set of con-

straints in , which were introduced for a strict 

separation of different types of data, can be drop-

ped from the formulation of V-SFM for the same 

effect.

Remark 3: The four MILP models in [2] with-

out the integrality on   are regular nearest neigh-

borhood-based classification models that are 

hardly seen as support feature machines. In fact, 

with all due respect to the authors, we suspect 

it might have been the case that these MILP clas-

sification models were developed before V-SFM 

and A-SFM.

In summary, one can take a random classi-

fication model (for example, a popular linear pro-

gramming-based model from [1, 3]) and require 

0-1 integrality on the feature variables. This will 

force the modified classification model to imple-

ment a decision rule on a subset of the features, 

as it is not likely that     for all ∈ ⋯   
in its optimal solution. However, such a model 

would hardly qualify as a support feature ma-

chine designed specifically for medical data.
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