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W& propose a recondiliation sublayer (RS-based lane and
traffic contral protocol for energy-efficient 40-G/100-G Ethernet.
The RS paforms activelinactive lane control and data rate
adaptation depending on active lane information received from
the upper layer. This protocol does not result in a processng
dday in the media access contrdl layer, nor is an additional
buffer required at the physical layer for dynanic lane contral. It
ensures minimal dday and no overhead for the exchange of
contral frames and providesa snple adaptive data rate.
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|. Introduction

Energy consarvation has become an important issue in next-
generation networks. It is necessary to reduce the energy
consumption while providing adequate performance and ahigh
capacity. Networks typicadly consume a congant amount of
energy that does not vary with the network activity. On average,
the use of most edge links and the backbone is below 5% and
30%, repectivdy [1]-[6]. The IEEE 802.3az task force
dandardized energy-efficient Ethernet (EEE) [7], which is
defined as an gpproximately 100-Mbps to 10-Gbps Ethernet
link for energy consarvation during an idle status. Meanwhile,
the IEEE 802.3ba task force standardized multiple-lane-based
40-Ghps and 100-Gbps Ethernet for locd server gpplications
and Internet backbone, respectivey [8]. However, the issue of
energy efficiency was not considered.
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The issue of energy efficiency is important for 40-G/100-G
Ethernet because when the network speed is higher, more power
is conaumed. The EEE goproach defined by 802.3az is not
gopropriate for 40-G/100-G Ethernet because of the long turn
on/off time of optical devices and because there are multiple
lanes per link. This results in a high packet loss and queueing
dday during the tun on time of the link. Therefore, a new
goproach, such as dynamic lane contral, is required for efficient
enagy consumption in a high-capacity link condging of
multiple low-capecity lanes Dynamic lane contral dynamicaly
activates the lanes depending on the load. To redlocate the lanes
between two nodes and to tranamit the deta at a new rate, it is
necessaty to adgptively determine the gopropriate number of
trangmitting lanes given the date of the network. Additiondly,
some functions of the physcd layer (PHY), induding the
transceiver, must change to provide dynamic lane operation.
While some agorithms have been proposed for dynamic lane
control [1]-[4], theissue of lane contral and an adaptive datarate
for 40-G/100-G Ethernet have not yet been discussed.

We propose a dynamic lane control protocol for energy
consarvation in 40-G/100-G Ethernet. The recondiliation sublayer
(RS adjudts the trangmitting lanes usng information about the
active lanes from the upper layer. For the contral frame, weusea
66-bit ssquence-ordared st frame, genarated & the RS and
trangmitted during the interframe time. The RS dso paformsthe
data rate adagptation by insarting idle frame blocks into inactive
lanes This RS-based lane contral mechanism provides asmple
data rate adaptation and alow transmisson ddlay. It imposes no
processing dday in the mediaaccess control (MAC) layer and no
overheed for the exchange of contral frames.

I1. Multilane-Based 40-G/100-G Ethernet

Figure 1 shows the data transmisson in multilane-based

ETRI Journal, Volume 35, Number 1, February 2013



PCS PMA PMD Optical link
mA [1], ) | 1L laney
X Tx_1
mf-ﬂ 2 lane,
XLGMII/ > Tx 2 3 r—
CGMII m+3] [ 3 laney | ¢
...... 32[18vLD! Bit | 7.3 | ; —>
mux [
m
2ml | Tl [ Trn [ .9
myvirtual n electrical n optical

lanes lanes lanes

Fig. 1. Multilane-based 40-G/100-G Ethernet.

40-G/100-G Ethernet [8]. The serid data tranamitted through
the XLGMII/CGMII interface is encoded and scrambled with
66-bit blocks and didributed to m virtud lanes via multilane
digribution, which is a round-robin digribution. This alows
the phydcd coding sublayer (PCS) to support multiple
physicd lanes in the physcd medium dependent (PMD)
sublayer. The 66-hit blocks tranamitted over the m PCS virtud
lanes are mapped to n dectricd lanes in the physical medium
atachment (PMA) and then tranamitted to the receiver over the
n opticd lanes of the opticd link. Here, the number of virtud
and physicd lanes{m, n} is{4, 4} for 40-G Etherndt, {20, 4}
for four-lane 100-G Ethernet, and {20, 10} for ten-lane 100-G
Ethernet. In this architecture, dl lanes are active regardiess of
thelink utilization.

As mentioned earlier, the 802.3ba dandard uses dl lanes of a
link for transmisson, and the PHY daticdly carries out its
function for afixed number of lanes. In this|etter, however, we
use partidly dynamic lane control [4] asadynamic lane contral
method that identifies whether dl lanes are dynamicdly used
(which we cdl “fully dynamic lane control”). In partidly
dynamic lane control, with a given n total number of lanes,
some of them (i lanes) are used daticaly and the rest (nHi
lanes) are used dynamicdly for a data transmission depending
on the link utilization. This may dleviate the performance
degradation of networks. Note that the network has a better
transmisson performance when usng dl lanes than when
usng only some of the lanes, dthough the latter Stuation
results in greater energy efficiency. In this letter, we consder
one gdtic lane, which is dways used for tranamitting data, and
acontrol frame, with the remaining lanes used dynamicaly.

[11. RS-Based Dynamic Lane Control Protocol

Figure 2 shows a functiond block diagram of the RS for
dynamic lane and traffic control. The RS generdly splits a
packet into a sequence of 64-hit frames and transmits them
with 8-bit control signds to the PCS. The RS contains two
parts of an active lane controller (ALC) and a data rate
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Fig. 2. Functional block diagram for RS.

|&——— Sequence-ordered set frame (66 bits) ——————
l8 bitsI |

[sequence] 0x00 | 0x00 | lane3 | 0x00 [ ox00 | 0x00 | 0x00
8 subframes (lane, to lane;)

8 7 6 5 4 3 2 1 0
1D OP_code
(1 bit) (2 bits)

No. of lanes (5 bits)

Fig. 3. Format of lane control frames.

controller (DRC), which are newly defined for dynamic lane
control and adaptive data rate control. Initidly, the DRC carries
out a defined number of default lanes. If the RS receives new
lane information from a higher layer, the ALC creates 64-bit
control frames and tranamits them during the interframe time,
which is the idle period between the transmisson of daa
frames. Note that the tranamission of very short control frames
through the interframe period dlows for less dday and no
overhead for exchanging the control frames. After completing
alane change, the ALC sends a completion signd of the lane
changeto the DRC. The DRC insartsidle framesto be mapped
into inactive dectricd lanes. These insarted idle frames are
dropped a the turn off trangmitters, and the data frames are
trangmitted over the active lanes. However, in partidly dynamic
lane control, one lane is used as a gdic lane and the others are
cut down or expanded depending on thelink utilization.

The control messages are based on an 8-byte sequence-
ordered st frame that is generdly used to send both
control and gatus information (for example, the fault gatus)
over the link. Three contral frames are defined for the lane
control:  LANE_CTRL_REQ, LANE CTRL_ACK, ad
LANE _CTRL_BEGIN. Figure 3 shows the lane contral
message format. It condsts of eight 8-bit subframes (lang, to
lane;). The firg subframe (laney) is st to a sequence control
character representing the sequence-ordered set frame. The
fourth subframe (lane;) contains the lane control information,
and the others are st to data characters of Ox00. There arethree
fidds that indicate the type of message and number of lanesto
use

« 1D (1 bit) isthe identification bit; 1 indicates a lane contral
message.

« OP_code (2 hits) indicates the type of lane contral frame.
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Fig. 4. Procedure for dynamic lane control

Thesatingsfor the LANE_CTRL_REQ, LANE_CTRL_ACK,
and LANE_CTRL_BEGIN messages are 10, 01, and 11,
respectively.

« The number of lanes (5 hits) is the number of active lanes
for adatatranamission.

This control message format may expand to indicate ancther
lane gtatus, such as alane fault, and the physicd identification
of lanes more easily. However, we do not discuss this in this
|etter, asit isanother issue beyond the scope of our topic.

Figure 4 shows the control message exchange in dynamic
lane contral. After receiving the lane informetion, the RS sends
the LANE_CTRL_REQ over the current n active lanes to the
corresponding RS, The receving RS sends the
LANE_CTRL_ACK as a response and adjuds the st vdues
for synchronization and aignment depending on the number of
lanes to be used. After completing this adjustment, the RS
transmits the LANE_CTRL_BEGIN to indicate the start of a
daa trangmisson over the new k active lanes The
corresponding RS then indicates to the PHY the number of
active lanes on the path.

A change of data rate for transmisson is required as the
number of active lanes is changed. For this, the RS sends the
dataand idle framesinto active and inactive lanes, respectively.
For example, if two lanes are active and two lanes are inactive,
gradudly, the RS sends two data frames and two idle frames,
repeetedly. This makes avoiding the packet drop of the PHY
caused by traffic tranamitted from the higher layer possible.
These insarted idle frames are only used for traffic control and
dropped &t thetransmitters.

1V. Performance Evauation

Using the OPNET smulaor, we design a lane decison
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Fig. 5. Energy reduction.

dgorithm, our lane contral protocol, and a multilane-based
Ethernet link and evaduate the performance in terms of the
control packet exchange ddlay, lane change ddlay, and energy
reduction. We consder a40-G/100-G optica link condgting of
four or ten lanes. We assume that there is one active default
lane and one gatic lane, and the turn or/off times are 100 ms
and 100 ps, repectively [9]. The packet length is varigble and
follows an exponentia didribution with a mean of 1,045.94
bytes for traffic generation [10]. The offered load varies from
0.1 to 0.9. We use the dgorithm proposed in [1] to determine
the number of active lanes depending on the gatus of the
network. It employs the average input traffic load, queue
threshold, current queue size, and increase and decrease rates
of the queue as decision parameters for applying network satus.
For the decison dgorithm, we assume that the queue sSze is
30 ms, traffic monitoring time (T) is 500 ms, weight of traffic
(o) is 0.6, queue occupation rate (4) is 0.2, and increase and
decreasethreshold (d) is2.0. Thesmulationtimeis 100 s,

Figure 5 shows a graph of the energy reduction againgt the
load in a link. The energy efficiency decreases with a lane
operation unit such as 10 G or 25 G because the number of
lanes required increases to cover the increased traffic amount.
On the other hand, the energy efficiency increases consderably
when the link has many laneswith asmdler lane operation unit
a the same link capacity. As mentioned above, when we
assume that the utilizetion is less than 30%, the maximum
energy reduction is more than 50% and 70%, respectively, for
40-G/100-G Ethernet. Energy reduction is a relative vaue for
each link, and the actud power reduction depends on the
number of off lanes. For example assuming that a given
optical device consumes 1,000 mw when turning on a lane,
saving 75% in energy indicates a reduction of 3,000 mw and
7,000 mw for a 4-lane 100-G link and a 10-lane100-G link,
respectively.

Fgure 6 shows a graph of the average time for the exchange
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Fig. 6. Timefor exchange of control packets.
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Fig. 7. Timefor lane change.

of control packets agang the load. Lane changes occur
depending on the lane operation unit based on the traffic Satus.
Four-lane 40-G/100-G Ethernet can provide adequate support
with one lane when the load is less than 0.25; thus, thereis no
lane changing. Thetime for the exchange of control packetsfor
100-G Ethernet is less than that for 40-G Ethernet because
when more active lanes are required, the deta tranamisson rate
increases. Thisis affected not by the network traffic but by the
length of the transmitting data packet because the control
packets are sent during the interframe time. There is a
maximum 1.2-psdelay for the exchange of the control packets.

Fgure 7 shows a grgph of the time for alane change againgt
the load. Thisincludes the time between the completion of the
lane change and the start of tranamission over the active lanes.
The turn on/off time is the main component of the delay: the
laser on/off time ranges from 65 ms to 100 ms, wheress the
exchange of control packets is rapid. However, the repid
ddivery of new lane information is important when we
congder the reconfiguration time for synchronization and
dignment in accordance with the total number of active lanes
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a the PHY. Thelimitation of the on/off time may be overcome
by the scheduling dgorithm and devicesthemsdves.

V. Concluson

We proposed an RS-based dynamic lane control protocol
and patidly dynamic lane control for energy reduction in
40-G/100-G Ethernet. The RS controlsthe activelinective lanes
and adaptively sends data at the changed rate. Our protocol is
smple, with little overhead and no processing delay a the
MAC layer. The Smulation results showed thet it provides a
reduction in energy consumption with only asmdl dday inthe
exchange of control packets. A reduction in the long turn on
time of the optica device will further reduce the energy
consumption.
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