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For real-timeinter active multimedia operations, such as
video uploading, video play, fast-forward, and fast-rewind,
slid date disk (SSD)-based sorage sysems for video
sreaming server sare becoming moreimportant. Random
access rates in gorage sysems increase ggnificantly with
the number of users; it is thus difficult to smultaneoudy
serve many userswith HDD-based stor age systems, which
have low random access performance. Because thereisno
mechanical operation in NAND flash-based SSDs, they
outperform HDDs in terms of flexible random access
operation. In addition, due to the multichannd
architecture of SSDs, they perform smilarly to HDDs in
terms of sequential access. In this paper, we propose a new
SSD-based gstorage system for interactive media servers.
Based on the proposed method, it is possble to maximize
the channd utilization of the SSD’'s multichannd
architecture.  Accordingly, we can improve the
performance of SSD-based storage sysemsfor interactive
media operations.
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|. Introduction

The recent growth of communication and multimedia
computing technologies has led to a huge demand on servers,
which must support an increasingly wide range of interactive
media services for user created content (UCC), education, and
entertainment.

Conventiond interactive operations include play, pause, and
dop functions However, modern interactive media servers
must indude additiond operaions, as described beow. Frst,
the media server must have high performance for the many
user-based write requests to upload UCC. Second, the media
srver must support such VCR-like sarvices as fadt-forward
and fas-rewind a multiple speeds [1]. These VCR-like
savices are the most important features because the fadt-
forward and fast-rewind are the operations that are most
frequently used aside from the play and stop operations. Third,
the variety of user devices (such as a high performance PC,
notebook, or mobile phone) demands a video scdability
sarvice. These operations could be efficiently redized through
such multilayer video coding as scdable video coding (SVC)
[2]. However, because of high encoding overhead and the
implementation complexity of SVC, SVC technologies have
not yet been widdy deployed in rdated indudtries. It is thus
difficult to fully support al the scalability modes of SVC, such
as gpatid, qudity, and tempora scalability. For this reason, this
paper focuses on the interactive media servers that sore such
single-layer video streams as H.264 video conssting of |-, P-,
and B-frames.

Single-layer video streams can support such interactive
sarvices as multilevd fast-forweard, fagt-rewind, and scdability
by dternatdy skipping and ddivering video frames[3]. Figure
1 shows an example of the gpproach. The play levd indicates
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Fig. 1. Example of diverse access patterns resulting from various
play levels.

the levd of fast-forward, fast-rewind, or tempord scdakility.
Specificdly, Play Leve 1 means the operation of playing dl
video frames. If a dient requests Play Level 2 or above, the
media server can support the requested play leve by
trandferring frames with a frame-skipping operaion, as shown
in FHg. 1. Even with this skipping, the dlient can ill play the
recaéved video sream because of the interdependence
characteridtics that exist among |-, P-, and B-frames [3]. This
method is not gpplicable to the spatid and qudity scdabilities
but applicable to the tempora scaability and fag-forward/fast-
rewind sarvices. Therefore, thetarget of thispaper istoincrease
the efficiency of the method of adjusting play levels to nicdy
support the tempord scdability and fagt-forward/fagt-rewind
svices.

Note that the spatid and qudity scaabilities usng single-
layer video streams can aso be supported by storing multiple
snglelayer video streams encoded a different bitrates and
resolutions for the same video title, which is awiddy adopted
approach in the industry.

For video dreaming services, red-time video ddivery with
minima dday is one of the most important considerations. If
the network isfast and stable, dday and red-time performance
arelimited by server performance. However, the diverse media
access patterns mentioned in FHg. 1 for interactive media
operations lead to random access of a huge disk in the storage
devices of the sarver [3]. Paticulaly, as the levd of play
increeses, the random access rate also increeses. The reason is
that the distance between phydcd regions on the disk, where
the frames to be accessed are dored, increases It is thus
difficult to concurrently ensure minima ddlay and fulfill red-
time requirements while serving many dients usng HDD-
basad servers, which have poor random access performance.
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Meanwhile, flash memory has come to the forefront in
recent years, and flash memory-based solid sate disks (SSDs)
are rgpidly broadening their share of the storage market due to
the short random access time [4], [5]. While HDDs have low
performance for seek times and rotationd latency due to their
mechanicd  limitations, SSDs have no mechanicd
components, thus, the SSD has only low seek latency due to
the dectronic components. Therefore, SSD-based video
dreaming servers supporting interactive media operations
outperform their HDD-based counterparts.

In this paper, we propose a new SSD-based storage system
for interactive media servers. We firg andyze the throughput
characteridics of random access for congant szes of read
requests in SSDs. Based on these throughput cheracteridtics,
we determine the request size that maximizes disk throughput
and guarantees that read and write requests dways have that
sze for dl interactive operations based on the scheme of
Separated frame buffers.

The remainder of this paper is organized as fdlows In
section 11, we review the backgrounds of interactive media
operations and the characteridtics of flash-based SSDs. Based
on this review, we discuss critical design condderations of the
dorage sysem for media sreaming servers. In section 111, we
describe the proposed method, which exploits the separated
frame buffers. In section 1V, we show extensive experiment
results to vaidate the efficiency of the proposed method. We
then discuss the results and conclude our work in section V.

1. Related Works
1. Interactive Media Operations

The write operations among interactive media operations
dways sequentidly store entire video filesto the server’s disks.
Thus, we do not need multiple levels for write operaions,
unlike what isrequired for read operetions.

Stored video files are typically compressed by video
compression standards, such as MPEG-x and H.26x. Generdly,
these compression standards use three types of video frames
intra-coded frame (I-frame), predictive-coded frame (P-frame),
and bidirectiondly predictive-coded frame (B-frame). I-frames
are encoded independently and focus on removing
redundancies exiging within a picture. P-frames are encoded
using predictions from the preceding |- or P-frame in the video
sequence. B-frames are encoded using predictions from the
preceding and succeeding |- or P-framesin the video sequence.
Encoded video typicaly repests the pettern of 1-, P-, and B-
frames, the so-called group of pictures (GOP), for the duration
of an individud video stream [6]. Figure 2 shows an example
of aGOR The arrowsindicate frame dependency relationships.
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Fig. 2. Dependency structure of framesin GOP.

According to these dependency rdationships, even if B-frames
are skipped, we can decode dl other frames. If we skip frames
to decode a P-frame, we cannot decode upcoming P- or B-
frameswithin the GOR If we skip framesto decode an [-frame,
we cannot decode the entire GOP.

Because the media server does not need to read whole video
frames asits play level to minimize the data bandwidth of the
sver, it can sarve various play leves requested by skipping
(or jumping) the trandfer of video frames. For example, in FHg.
1, Pay Levd 2 can be achieved by transferring frames while
skipping even-numbered B-frames. Even with this skipping,
the dlient can Hill play the stream because the skipped B-
frames do not affect any other frames according to the
dependency relationships among |-, P-, and B-frames Play
Leve 3 can be achieved by transferring frames while skipping
dl even- and odd-numbered B-frames, and Play Levd 4 can be
achieved by additiondly skipping dl P-frames. Next, we can
increase the play levd by periodically skipping I-frames. By
using these jumping read operations, we can minimize the data
bandwidth of server disks and reduce the load on the server
disks However, if video files are written to disks in encoding
order (which is a conventiond way to gore video files), the
jumping read operations result in huge amounts of random
access in the saver disk [3]. It is thus difficult to
smultaneoudy provide video data in red-time, with minimal
dday, to many usersusing HDD-based servers.

To rectify this Stuation, some previous works proposed
efficient placement of video datato HDD-based storage sysems
that support interactive media operaions. We describe two
technicdly feesble gpproaches rdated to the proposed media
sve desgn. Rangaswvami and others [1] devdoped an
interactive media proxy that transforms noninteractive broadcast
or multicag streamsinto interactive ones They carefully manage
the disk device by congdering disk geometry for dlocaion and
by cregting severd stream files according to the various play
levels. However, thismethod demands high storage capacity, and
they did not consider additiond write overheed.

Media synchronized RAID (MSR) [3] increases RAID disk
performance for media servers by supporting interactive
operaions usng the following two schemes. Firg, the authors
synchronize sizes of dl encoded framesto a RAID dripe size.
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Fig. 3. Placement algorithm on disk array in media-synchronized
RAID.

If the video dreams that are composed of the dripe-sized
synchronized frames are written to the RAID disks, I-, P-, and
B-frames can be organized into the individua disks, as shown
in Fig. 3. To synchronize the frames to the dripe dze, an
accurate bitrate control scheme was proposed [3]. Second, the
authors proposed a per-disk prefetching scheme to increase
disk performance. With these two schemes, MSR can increase
RAID disk performance. However, the MSR method yields
video qudity degradation caused by fitting the number of bits
of each frame to a predetermined 9ze. Another limitation is
that various types of video streams encoded with various
bitrates cannot be supported.

To overcome the limitations of the previous efforts, we
propose a scheme to group video frames by type to improve
the performance of SSD-based Sorage systems.

2. NAND-Hash-Basad Solid State Disk

Unlike HDDs, because flash memory can quickly access
dataregardiess of physicd location, SSDs can provide uniform
and fagt random access gpeeds—this is a key advantage of
SSDs [ 7]. However, sustained read and write speeds for single
flash memory are much dower than those of HDD disks. To
compenste for that drawback, most SSDs employ a
multichannd and multiway architecture, asshowninFg. 48],
9.

In this architecture, sequentid write operdions dripe the
buffered data into m channds to maximize the channd
utilizetion, as shown in Fg. 5. In each channd, because the
flash memory uses one data bus, data must be transferred over
the bus by time divison. A pipdine scheme of the n-way
architecture is adopted to increase the pardldism [§].

According to the striping and pipelining scheme, in a
sequentia wrrite, datais Soread over dl flash memory with high
probability. We define the request Sze asthe data size requested
from the host to the disk for aone-time read or write operation;
as the read request Sze increases, the probability that spread
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Fig. 5. Genera write operationsin SSD.

daa is smultaneoudy read from dl flash memory increases.
Therefore, in read operations of SSD, the request Sze is the
mog important factor affecting the read peformance. To
andyze the characteridtic difference between SSD and HDD,
we use the IOMeter benchmark program [10]. The benchmark
program isemployed in an Inte Pentium D 3.2-GHz processor
with 2 GB of main memory. The operating system used in the
test is Windows 7. The benchmark results display read/write
throughput as afunction of request Sze, asshownin Fg. 6. We
measure throughput for both sequentid and random access. We
ue two SSDs and one HDD dorage device SSD1
coresponds to Mtron  MSD-SATA 3025 [11], SSD2
corresponds to Samsung MCBQE32G5MPPOVA [12], and
HDD corresponds to Seegate 7200.10 [13]. Ther basic
goecificationsare summarized in Table 1.

As shown in Fig. 6, for data writing, sequential write
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Table 1. Summary of specifications of sample SSDs and HDD.

Specifications SSD1 SSD2 HDD
Mtron Samsung Segate
Modd name MSD-SATA MCBQE32G 790010
3025 5MPP ’
Interface SATA 2 SATA?2 SATA 2
Capacity 32GB 32GB 32GB
4-ch,4way | 4-ch,4way
Structure/ 7,200
ructure/type q.cF q ,200 rpm
Sustained
write 80 MB/s 80 MB/s NA
Sustained
read 100 MB/s 100 MB/s NA
* SLC: Single level cell.
—&— SSD1
120000 o oopg f;nqd
—o— SSD2 seq
__100000f| —*— SSD2 rand
2 -==ae+= HDD seq
< 80000 4 HDDrand ] ... Y U Y WY
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Fig. 6. Throughput measured by |OMeter benchmark program:
(a) writetest and (b) read test.

throughput is higher than that of random write for dl storage
devices. For both SSD and HDD, sequentia write throughput
becomes saturated for datarequest Szesin excess of 32 KB for
S3D1, 64 KB for HDD, and 128 KB in SSD2. These
saturation points mean that the system bus is fully operated
with its maximum bandwidth. For SSDs, the full bandwidth is
achieved by writing datato dl flash memory in afully pardld
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fashion to maximize channd tilization. For reading data,
throughput characterigtics of SSD are markedly different from
those of HDD. The throughput gap between sequentid and
random reads in SSD is smdler than in HDD, and only the
request sze dfects the read throughput. Random read
throughput becomes saturated for data request Sizes in excess
of 256 KB for SSD1 and 512 KB for SSD2. At these request
Szes, we can maximize SSD channd utilization even if the
access patternsare dl random.

With due congderation of the above results, we summarize
the fallowing design drategies to increase the performance of
gorage systemsin terms of throughput [14], [15].

i) For HDD write and read operations, one must favor
sequentid over random access as much as possible. If random
access s required, the data request size must be large (up to
severd MB). However, the request size must be limited by the
datasze being read.

i) For SSD write operations, Smilar to HDDs, one must favor
sequentid over random access as much as possible. If random
accessisrequired, the datarequest Sze must be madelarge.

iii) For SSD read operations, unlike for HDDs, differencesin
throughput between random and sequentid  operetions are
negligible when the throughput is saturated. An important
congderation in terms of maximum throughput is the read
request sizeto obtain saturated throughpt.

[11. Proposed Placement Method
1. Proposed Method with Separated Buffers

If we increase the request sSize to the throughput saturation
point, we can maximize read throughput performance. To
maintain that request Sze for dl play levds we must gather
video frames according to type by replacing the video
sequence datain video write operations.

Figure 7 outlines the basic concept of the proposed storing
method. When encoding video streams, we separate encoded
video frames based on frame type. For B-frames, we further
separate frames according to their frame numbers (odd/even)
because the play leve can be disinguished by skipping either
even B-frames or both even and odd B-frames. For |-frames,
we aso further separate frames according to their frame
numbers (odd/even). Then, the play level using both even and
odd I-frames and the play level using only odd I-frames can be
diginguished. Therefore, five separated buffers are needed as
shown in Fg. 7. All buffers have the same size (S. Whenever
the dze of detain one of the five buffers reeches S the data of
the occupied buffer is sequentialy written to the SSD, and the
sequentid write pattern is thus presarved. Because the write
request Sze is dways the same as the buffer Sze, we can
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achieve the maximum disk bandwidth if we sdect abuffer sze
larger than the request Size of the saturation point in Fig. 6. We
digtinguish data blocks to be written according to frame type as
follows: log block, leen block, P-block, By block, and Been
block. Because the frame sizes can change, the last frame of
each block might be fragmented. In Fig. 7, the written order of
blocks and frames induded in each block are examples of
video content. Thefirgt P-block has full P-framesfrom P, to P
and the gart of afragmented Ps-frame. The end of the Ps-frame
isplaced in the next P-block. If the video ends before abuffer is
full, we pad the buffer with zeros and write the datato the SSD.
The proposed method guarantees that the read and write
request Szes are dways the same as the buffer sze For
example, for Play Levd 2, we need dl the I- and P-frames and
odd-numbered B-frames. Because the proposed method writes
frames of the same type together to ablock, asshownin Fig. 7,
we can obtain necessary frames by reading 1o blocks, leen
blocks, P-blocks, and By blocks. For Play Leve 5, we need
only odd-numbered I-frames. We can obtain these frames by
reading only 1oy blocks. For dl play levels, because the request
unit is dways a block, dl the request sizes are S We next
determine the buffer Sze Sthat maximizes the throughpt.

2. Determining Sizes of Separated Buffers

There are two condderations for determining buffer size.
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Hrd, we must determine a buffer size that maximizes SSD
throughput. Recdll that, with the proposed method, write access
patterns are dways sequentid, and read access patterns are
adways random position requests of the same sze. With these
access paterns, throughput increeses as the buffer size
increases up to asaturation point at which channd utilization is
maximized (as described in subsection 11.2). Therefore, we
should st the buffer d9ze such tha channd utilization is
maximized for both reed and write operaions However,
because the channd utilization dgorithms of commercidly
avalable SSDs are generdly undisclosed, we must determine
the buffer size through experiments. Second, we must consider
drawbacks asxociated with a large buffer sze. As buffer size
increases, play sart time delay dso increases. For example, if a
user requedts to dart Play Leve 1, the server must reed dl
types of blocks (g block, leen block, P-block, By block, and
Besen DlOCK) @t least once. In addition, with the increased buffer
Sze, thefrequency of reading irrdevant dataaso increases. For
example, assume that 14, 13, and |5 frames are written together
into an loy block. Even if auser requests only the |, frame, we
must read the entire Iy block, which indudes 14, 15, and 15
frames. In this casg, if the user sops playback before the I3
frame is reached, the I3 and |5 frames that have dready been
read may not be needed. This problem can be gpplied to other
types of frames We mug therefore determine an efficient
buffer size tha condders both SSD throughput and avoids
potentialy usdess datareads.

To determine the effident buffer Sze, we experimentaly
measure the write throughput and the read throughput as a
function of buffer Sze. The experiment is set up asfollows. For
the write te, we assume that anumber of userswritetheir own
video dreamsto the SSD using the proposed method. Thetota
play times of written videos are randomly set from 5 to 20
minutes. For the reed test, we assume that a number of users
requested Play Leve 4 (read dl I-frames only) from their own
video streams gtored in SSD from the gart to end frames The
read request Szes are the same as the buffer 9ze used for write
operdions.

The experiment results are shown in Figs 8 and 9. Figure 8
shows write throughput as a function of the sze of separated
buffers ranging from 8 KB to 4 MB for two types of SSDsand
an HDD. For the large enough buffer szes (gpproximately
128 KB) shown in that figure, SSD throughput saturates. Even
if the buffer sze exceeds this sauration point, throughput
hardly increases because the maximum channd utilization is
achieved. Due to the poor random access performance of the
HDD, its throughput approaches the saturated throughput of
SDD2 a abuffer sze of severd MB.

Fgure 9 shows read throughput as a function of buffer size
ranging from 8 KB to 4 MB for two types of SSDs and an
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HDD. As huffer size increases, the throughput increases and
saturates for large buffer szes. Even if the SSD1 and SSD2
goecifications are amilar, their read throughput characterigics
are quite different. SSD2 throughput for smal reed requestsis
lower than that of SSD1. However, asthe buffer sze becomes
larger, the increment of the throughput of SSD2 is greater than
that of SSD1, and the saturated throughput of SSD2 is dso
higher. Throughput saturation starts at buffer szes of around
128 KB for SSD1 and 256 KB for SSD2. Similar to the write
requests case, channd utilization is maximized for reed
requests in excess of these sauration points Thus the
throughput hardly increeses. Due to the poor random access
performance of the HDD, its throughput approaches the
saturated throughput of SSD2 a a buffer Sze of severd MB.
The above andysisfocuses onthe case of Play Leve 4. Smilar
reed and write throughput characterigtics could aso be
observed for other play levels.

Based on the above results, we st the separated buffer Sze
to be 128 KB and 256 KB for SSD1 and SSD2, respectively.
Even if the buffer Szeincreases beyond 128 KB (for SSD1) or
256 KB (for SSD2), there is hardly an increase in the read
throughput and the write throughput. The performanceis rather
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degraded by unnecessary reads If we agoply the proposed
method to the HDD and want to obtain the same performance
asthat of the SSDs, we mugt set the Size of separated buffersto
be a leest 4 MB, which reaults in that much more memory
pace being required than in SSD cases, and unnecessary reads
increese.

3. Proposed Metadata Structure

The proposed method does not write video daa in its
encoding order. We must tailor the metadata sructure to alow
for fagt searching of requested frames in the streaming file. We
propose the following method for efficient metadata writing:
whenever a frame block is written to the SSD, its metadeata
information is stored in another buffer whose 9zeisd0 S as
shown in Fg. 7. If the metadata buffer is full, the metadata in
the buffer is flushed to the SSD. If the video data ends before
the metadata buffer is full, we pad the metadata with zeroes to
the full buffer 9ze and flush it to the SSD. The reason to write
with a congtant buffer sze unit (insteed of writing the complete
metadata at one time) is that the totd size of the proposed
metadata can increase with the number of frames of video. For
example, if a video file contains two-hour, 30-fps contert, its
total metadatasizeisabout 1.2 MB (=30 fps x 2 hours x 3,600
seconds x 6 bytes per frame). If many users request severd
hundred video files, the metadata is read frequently from the
disk becauseit istoo large to hold dl metadatain memory. By
making the buffer sze of the metadeata the same as the frame
buffers, we can dways maintain the read and write request
sizesof the disk access at acongtant vaue.

Figure 10 shows the proposed metadata structure. Each
vauein thetable correspondsto the placement shownin Fg. 7.
In Fg. 10, the “block number” denctes the written order. The
position of a block in the stream file can be found by
multiplying its block number by S Content information is split
(and written) into five categories frametype, sart frameindex,
number of frames, fragment, and link offsat. Each frame hasits
own frame index tha indicates the encoding order. We count
the frame index for each individud frame type. For example,
the frame indices of thefird I-, P-, and B-frames are dl| 1, and
the frame indices of the second |-, P-, and B-frames are dl 2,
and s0 on. The gart frame index in the metadata indicates the
frameindex of the gart frame of the current block. The number
of frames is the number of frames indluded in the block, and
the fragment hit identifies whether or not the lagt frame is
fragmented. For example, according to Fig. 7, the first P-block
(whose block number is Q) has full P-frames from P, to P; and
the heed of the fragmented Ps-frame. Therefore, frame type,
dart frameindex, number of frames, and fragment value are st
to B 1, 6, and 1, respectivey, as shown in Fig. 10. The link
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Fig. 10. Proposed metadata structure.
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Fig. 11. Separated buffer size variance for two types of mixed
media operation services.

offsat in the metadataiis employed for fagt searching. It records
the digtance between the number (or index) of the current block
and the number of the next block that has frames of the same
type as the current block. From Fg. 10, because the block
number of the firg P-block is 0 and the block number of the
second P-block is 5, the link offset of the metadata of the first
P-block is 5 (= 5-0). Smilarly, because the block number of
thefirg Iy block is 3 and the block number of the second oy
block is6, thelink offset of the metadata of thefirst |4 block is
3 (= 6-3). Because there is a high probability (for any play
leve) that the same type of blocks are reed within a short time
period, the link offsat information hel psto search the necessary
blocks quickly.

As shown in Fig. 11, if we assume that a user requests Play
Leve 3from Py, then, to satisfy the user’s request, we need dl
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|-frames from 1, and dl P-frames from Pj; because the
decoding of Py3 is dependent on |4. In the metadata of Fg. 11,
the O-th block is the first P-block. This block does not include
P13, S0 we must find the next P-block by using the link offset.
According to the link offsst of the firs P-block, we can
determine thet the block number of the second P block is 5.
This block indudes P;, 0 we mugt read it. Subsequent
P-blocks can be found by the link offset of their previous
P-blocks. In the same way, we can find | g, and |y blocks as
needed. We st the size of the metadata of each block to 6 bytes
and dlocate bits to each fidd, as shown in Fg. 10. This
dlocation grategy dlows us to represent video sreams that
have 2'° blocks and 2% B-frames because the bit lengths of the
block number and the gart frame index are 16 hits and 18 bits,
respectively. For example, if the block sze is 128 KB, the
frame rate is 30 fps, and the GOP dructure is IBBPBBP.. .,
2'® blocks implies about 8 GB (= 2'°x 128 KB) of video data,
and 2*8 B-framesimplies 3.5 hours (= 28 x 3/2 frames/ 30 fps/
3,600 seconds) of running time. If we want to support a video
with a longer running time, we can increase the length of the
dart frame index 18 bits to 26 hits (then the metadata size
becomes 7 bytes). This one-byte increment is negligible
rdativeto thevideo datasize.

V. Experiment Results

We paform vaious expeiments to evduate the
performance of the proposed placement method. The number
of dmultaneous users is st to 20, 50, and 80. Each user is
dlowed to write or to read from an individud file. The pseudo
codefor the thread of datawriting isasfollows:

fd_ssdwr =

open(video_file nameO_RDWRIO_CREAT|O_DIRECT);
while(2) {
if(buffer_fill>=PROP_ORWR_SIZE)
Wr_res=
write(fd_ssohar, buffer_deta, PROP_ ORWR_SIZE);

}

We usethe O_DIRECT option of Linux to open avideofile.
Generdly, for an gpplication’s write request, the Linux file
systemn does not write the dataimmediately but gathers severd
requests and writes one time, which leads to changing the
request Sze trandferred to the disk. By usng the O_DIRECT
option, we can prevent the file sysem from changing the
request Sze a write operaions. If a buffer is filled with more
than a predefined sze (PROP_ORWR_SIZE), we flush the
buffer's data of that size. Video files are encoded using
H.264/AVC [16], [17] with a 2-Mbps bitrate and a 30-fps
framerate. The GOP pattern is st as|BBPBBPBBPBB...PBB...,
and the number of frames in one GOP is 90 (corresponding
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Fig. 12. Throughput as function of separated buffer size for two
types of mixed mediaoperation services.

to three seconds).

In the experiment, we compare the proposed method as
described in the previous section with a conventional method
that places video stream datain its play order of Play Leve 1.
For the comparison, we measure the tota throughput of the
disk, which is defined as the totdl read and write data rate of a
disk to serve dl user requests. When many dientstry to access
video data, it is difficult for the server to guarantee red-time
sarvicefor al dients because of the disk bottleneck. The higher
the total throughput of disks, the greater the number of dients
for whom red-time service can be guaranteed.

We andlyze the obtained results by the following three steps:

i) Firg, we examine totd throughput as a function of
separated buffer sze for mixed media operation sarvices, this
dlows us to determine the optimd buffer sze for maximum
throughput;

ii) Second, we examine the tota throughput as a function of
the number of users for some individua media operaions, we
compare the proposed method with a convertiond one; in this
experiment, we can clearly identify the strong and week points
of the proposed method for different play leves;

iii) Third, we examine the tota throughput as a function of
the number of usersfor mixed media operation services.
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Fig. 13. Throughput for various media operation services. write
and Play Levels 1, 3, and 5.

Fgure 12 shows totd throughput as a function of separated
buffer size for two types of mixed media operations. The types
of mixed media operations are determined by the proportions
of media operaions requested by dients. In the fird type, we
assume the request ratio for write and Play Leves 1, 2, 3, 4,
and5tobe0.1:05:0.1:0.1:0.1: 0.1 Inthesecond type, we
assume the request ratio for write and Play Leves 1, 2, 3, 4,
and5tobe0.1:0.3:015:015:0.15: 0.15. In each case, we
increase the buffer sze from 8 KB to 4 MB. Throughput
increases with buffer Sze as channd utilization increases.
However, throughput suffers somewhat in the case of alarge
buffer size as the frequency of irrdevant data read increases.
Maximum performance is obtained for buffer 5zes of 128 KB

and 256 KB for SSD1 and SSD2, respectively, asshownin Fg.

12,

Figure 13 shows the measurement results of the total
throughput for individud media operation services. For write
operations, the size of the five separated buffersin the proposed
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0. 14. Throughput for mixed media operation services. write
and Play Levels 1, 2, 3,4, and 5.

method is set to 128 KB and 256 KB for SSD1 and SSD2,
respectively. The size of the single buffer in the conventiond
method is 640 KB and 1,280 KB for SSD1 and SSD2,
respectively.

Asthe examination in thiswork shows, the write throughput
of the proposed method is Smilar to that of the conventiond
method because the write throughput does not significantly
increase with the requested data Sizeif this Size exceeds 64 KB
for SSD1 or 128 KB for SSD2, asshownin Fig. 8.

For Flay Levels 1, 3, and 5, the read request Szes for both
the proposed and conventional methods are the same as the
sze of the separated buffers. The service time of each media
operation is five minutes. For Play Leve 1, the throughput of
the proposed method is dightly lower than that of the
conventional method because of prefetching of unneeded data
when the user stops play. The proposed method results in a
gregter amount of this data than the conventiona method.
However, asthe servicetime of each media operation increases,
the throughput gep decreases. For incressed play leves, the
proposed method sgnificantly outperforms the conventiond
method because, in the conventiond method, the number of
dropped frames caused by skipping increases as the leve of
play increases.

Fgure 14 shows the tota throughput for mixed media
operations. In this experiment, we show results for two cases.
For the firgt case, we st the request ratio for write and Play
Levesl, 2 3,4,and5tobe01:05:01:01:0.1: 0.1 For
the second case, we st the request ratio for write and Play
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Levesl, 2 3 4,and5tobe0.1: 03:0.15:015:0.15: 0.15.
Because the peformance of the proposed method is dightly
degraded in Play Leved 1 and increases as the leved of play
increases, the proposed method shows much  better
paformance in the second case For the second case with
SSD2, the throughput gain of the proposed method is more
than 34%. The proposed method therefore exhibits better
performance as the proportion of Play Levels 2 through 5
increases in the mixed media operations becauise the random
accessrate of the disk increases. SSD2 outperforms SSD1 with
the proposed method because the saturated throughput of
SSD2 ishigher than that of SSD1.

In addition, Fig. 14(a) shows the totd throughput of HDD.
For HDD, we st the buffer Sze to 512 KB. The throughput of
the proposed method is higher than that of the conventiond
method by 13% (case 1) and 11% (case 2). The proposed
method is more powerful in SSD than in HDD because SSD
achieves its maximum throughput with a much lower request
szethan HDD.

V. Concluson

In this paper, we proposed a new dorage system to increase
the number of users who can be Smultaneoudy served in redl-
time interactive operations usng SSD-based video streaming
dorage systems. Support of red-time interactive media
operations, such as video uploading, video play, fast-forward,
and fagt-rewind, for as many users as possble, is an important
issue. Conddering thet random access rates in sorage sysems
are increasing dramaticaly with the number of users, serving
multiple users smultaneoudy is difficult with conventiona
HDD-based dsorage sysems since they suffer from poor
random access peaformances NAND flash-based SSD
outpaforms HDD in terms of random access. Based on
throughput andlys's, we determined a congtant buffer sze that
maximizes throughput. We then generated requests with that
szefor dl play levels This congant request Sze was possible
because we gathered and wrote video frames as their types by
using the proposed placement method with separated buffers.
Extendve smulations showed that the proposed method can
dgnificantly improve disk dorage system throughput for
interactive media operations.
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