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Automatic facial expression recognition is a widely 
studied problem in computer vision and human-robot 
interaction. There has been a range of studies for 
representing facial descriptors for facial expression 
recognition. Some prominent descriptors were presented 
in the first facial expression recognition and analysis 
challenge (FERA2011). In that competition, the Local 
Gabor Binary Pattern Histogram Sequence descriptor 
showed the most powerful description capability. In this 
paper, we introduce hybrid facial representations for facial 
expression recognition, which have more powerful 
description capability with lower dimensionality. Our 
descriptors consist of a block-based descriptor and a pixel-
based descriptor. The block-based descriptor represents 
the micro-orientation and micro-geometric structure 
information. The pixel-based descriptor represents texture 
information. We validate our descriptors on two public 
databases, and the results show that our descriptors 
perform well with a relatively low dimensionality. 
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I. Introduction 

Facial expression is a natural and intuitive means for humans 
to express and sense their emotions and intentions. For this 
reason, automatic facial expression recognition has been an 
active research field in computer vision and human-robot 
interaction for a long time [1], [2]. In the case of robots living 
with a family, it is very useful to sense the family members’ 
emotions through facial expressions and respond appropriately. 

There are three stages in the general automatic facial 
expression recognition systems. The first stage is to detect the 
faces and normalize the photographic images of the faces. This 
stage may be based on a holistic facial region or on facial 
components such as the eyes, nose, and mouth. The next stage 
is to extract the facial expression descriptors from the 
normalized faces. Finally, the system classifies the facial 
descriptors into the proper expression categories.  

In this paper, we introduce new facial expression descriptors. 
These descriptors adopt two representations, a block-based 
representation and a pixel-based representation, to reflect the 
micro-orientation, micro-geometric structure, and texture 
information. The descriptors show more powerful description 
capability with low dimensionality than the state-of-the-art 
descriptors.  

II. Previous Work 

Many researchers have shown a range of approaches to 
construct an automatic facial expression recognition system. 
Geometric approaches and texture-based approaches are the 
most prominent types. Texture-based approaches have 
generally shown a better performance than geometric 
approaches in previous research [3], [4]. In texture-based 
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approaches, two descriptors have been widely used for facial 
expression recognition, that is, Gabor filter (GF) descriptor and 
Local Binary Pattern (LBP) descriptor. A GF is inspired by a 
human visual system and has sufficient description capability 
to represent the texture representation of an image [5], [6]. An 
LBP has the capability to represent a micro-geometric structure 
by comparing the pixel intensity with its neighbors [7], [8]. 
Later, a compact version, that is, Uniform LBP (ULBP), was 
designed and utilized in the research field [9]. Histograms of 
Oriented Gradients (HOG) is another feature descriptor used to 
represent the gradient orientation information of an image [10]. 
HOG was first designed for pedestrian detection and later used 
for other purposes [11]. 

In the first facial expression recognition and analysis 
challenge (FERA2011), a contest for automatic facial 
expression recognition, Local Gabor Binary Pattern Histogram 
Sequence (LGBPHS) descriptor showed the best facial 
description performance in terms of facial expression 
recognition [3], [4]. This method is a kind of hybrid approach 
because it serially combines the above two approaches, GF and 
ULBP. Even though this descriptor has a very powerful 
description capability, the dimensionality of the descriptor 
reaches 236,000 (59 bins × 100 blocks × 40 GFs). This high 
dimensionality has a shortage when extracting and storing 
facial expression information, and it makes it difficult to 
construct a final lightweight facial expression recognition 
system.  

III. Proposed Descriptors 

In this paper, we suggest using new hybrid descriptors, 
which include two types of representations: a block-based 
representation and a pixel-based representation. A block-based 
representation describes micro-geometric structure information 
and micro-orientation information. We first encode the 
orientation information using a HOG-like method in the entire 
image of the face. The micro-geometric structure information 
is encoded through one of three descriptors: LBP, ULBP, or 
Rotated LBP (RLBP). LBP and ULBP are popular geometric 
structure encoding methods. RLBP is a modified version of 
LBP that removes the orientation information by rotating the 
micro-patch to align with the canonical direction and by 
extracting the micro-geometric structure information at each 
pixel. Micro-geometric structure information and micro-
orientation information are then represented in a block-based 
histogram representation. A pixel-based representation 
describes the texture information with multi-frequency and 
multi-orientation using GFs. To integrate three descriptors in 
two representation types into one, we use a principal 
component analysis (PCA) on each descriptor and then 

concatenate them. For additional tests, instead of using PCA, 
we use feature extraction and fusion methods: PCA + linear 
discriminant analysis (LDA) and PCA + canonical correlation 
analysis (CCA) [12]. 

1. Block-Based Representation 

A. Orientation Information 

To encode micro-orientation information, we follow a HOG-
like approach. First, to remove the noise, an image of a face is 
blurred using a 3×3 Gaussian kernel. We then compute the 
gradients in the x and y directions at each pixel using a 3×3 
Sobel operator. The orientation at each pixel is calculated using 
(1). The obtained direction information at each pixel is saved 
into one image, called an orientation map or Omap. 

1
map
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O ( , ) tan ,

( , )
y

x

g x y
x y

g x y
            (1) 

where gx(x, y) and gy(x, y) define the gradient value at position x, 
y in the x and y directions, respectively, after a Sobel operation. 
We encode the orientation map in a block-based histogram 
representation. The orientation map is divided into several 
blocks. We then obtain the histogram of the gradient orientation 
of each block and concatenate those histograms into one 
feature vector. 

To improve the description power, we divide 360 degrees 
into 16 bins of the histograms instead of 180 degrees into 8 
bins in the experiment. This means that 60 degrees and 240 
degrees belong to different bins in terms of orientation. We 
divide an image of a face with 100×100 pixels into 20×20 
blocks instead of the more commonly used division of 10×10 
blocks. These two factors improve the performance by around 
2%. Figure 1 shows an overview of the process used to obtain 
the orientation information. 

B. Geometric Structure Information 

To represent the micro-geometric information in the local 
region, we choose one of three descriptors: LBP [7], ULBP [9], 
or RLBP. We propose RLBP as a modified version of LBP. 
Because we have the orientation information from the previous 
stage, we do not need to use the original LBP. To obtain only 
the micro-geometric structure information without redundant 
orientation information, we rotate the local patch to follow a 
canonical orientation using the orientation information we 
obtained in the previous stage. We then obtain the binary 
pattern at each pixel. 

Next, we adopt a ULBP-like method. In the training stage, 
we investigate the binary patterns to know what patterns are 
popularly used and what patterns are rarely used. We only  
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Fig. 1. Overview of process used to obtain orientation
information. 
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Fig. 2. Process used to obtain RLBP code from 3×3 patch of 
blurred image of face. 
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utilize popularly used patterns as separate RLBP codes. The 
rarely used patterns are labeled with a single code. To 
determine the number of labels in RLBP, we test various 
numbers of labels, 6, 9, 14, 18, 24, 35, and 48. In the 
experiment, RLBP with 14 labels shows the best performance 
and 13 of 14 labels retain around 95% of the patterns. The 
process used to obtain the RLBP code from the 3×3 patch of 
the blurred image of the face at each pixel is summarized in  
Fig. 2. 

RLBP is quite different from ULBP. In ULBP, the same 
geometric structures with different orientations are labeled with 
separate codes. Contrary to ULBP, in RLBP, the same 
geometric structures with different orientations are labeled with 
a same code. This modification has several strong points. First, 
we can save much more dimensional space by removing 
useless bins in an LBP. We use only limited bins because we 
align the patch with the main orientation. We can also represent 
the same geometric information in a more compact way. 

After we obtain the RLBP code for every pixel, we save the 
RLBP code at each pixel and obtain a geometric structure map.  
The geometric structure map is divided into several blocks.  
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Fig. 3. RLBP process. 
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Fig. 4. Process to obtain pixel-based representation. 
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We then obtain the histogram of the RLBP code of each block 
and concatenate those histograms into one RLBP feature vector. 
An overview of this step is shown in Fig. 3. In the experiment, 
we divide an image of a face with 100×100 pixels into 20×20 
blocks. 

2. Pixel-Based Representation 

We apply the multi-frequency and multi-orientation GFs to 
extract the texture information from a face image [6]. The 
Gabor representation is derived by convolving the face image 
with the GFs. Let I(z) be an image of a face and z=(x, y). The 
convolution of I(z) using the 2D GFs, gμ,v(z), can then be 
defined as follows [6]: 

,( , , ) ( ) ( ,vG v I g d   zz z z z ) z          (2) 

with a family of GFs, gµ,v(z), and the characteristic wave vector 
k [5]: 
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The parameters μ and v denote the orientation and frequency 
of the GF, respectively. In the experiment, we use three 
frequencies (v=0, 1, 2) and four orientations (μ=0, 2, 4, 6). We 
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only use the magnitude of the GF output. Because of a huge 
dimensionality of the Gabor filtered image, the magnitudes of 
the twelve GF outputs are downsampled into an image of   
20 pixels × 20 pixels. Each downsampled image is scanned 
row by row and concatenated into one long feature vector of 
4,800 × 1. The summarized process is shown in Fig. 4. 

3. Descriptor Integration 

To integrate three descriptors in two representation types into 
one, we use PCA on each descriptor and concatenate them. 
Although the CCA shows a better performance than PCA in 
previous research [12] and PCA+LDA shows a better 
performance in our experiment with the ground truth 
landmarks, PCA shows the best performance in a fully 
automatic experiment similar to a real situation. We call each 
final descriptor a HOG-LBP-Gabor (HLG), HOG-ULBP-
Gabor (HUG), and HOG-RLBP-Gabor (HRG) with respect to 
their components based on PCA. Additionally, for a 
combination with the feature extraction of LDA and CCA, we 
added the notations “-LDA” and “-CCA.” 

IV. Experiment Results 

We validate our descriptors on the JAFFE database and 
CK+ database with other state-of-the-art descriptors for facial 
expression recognition [13], [14]. The JAFFE database 
includes 219 images of ten Japanese females with seven 
facial expressions, that is, neutral (NE), happiness (HA), 
sadness (SA), surprise (SU), anger (AN), disgust (DI), and 
fear (FE). The JAFFE database does not include eye 
coordinates. Therefore, we use eye coordinates obtained from 
the automatic eye detection algorithm using AdaBoost. The 
other database we use is the Extended Cohn-Kanade (CK+) 
database. This database includes 593 sequences across 123 
persons with seven facial expressions, that is, angry (AN), 
contempt (CO), disgust (DI), fear (FE), happy (HA), sadness 
(SA), and surprise (SU), and is an extended version of the 
previous Cohn-Kanade database [15]. In this database, only 
327 sequences were labeled with its own emotion. In the 
experiment, we use only the snapshot at the peak emotion, 
which is labeled in the database. We use a tenfold cross 
validation for the JAFFE database and leave-one-subject-out 
cross validation for the CK+ database. 

In the test, we first detect the face and eye positions using 
AdaBoost-based detectors or utilize the eye coordinates in the 
database. To obtain the image of the face, we use a two-point 
holistic alignment translating and rotating the face image on the  
eye coordinates. The aligned image is scaled into a 100 pixel × 
100 pixel cropped image of a face in which the intra-ocular 

distance is 48 pixels. The descriptors are normalized to the unit 
length. Since all descriptors have a high dimensionality leading 
to a computational burden, we apply PCA to reduce the 
dimensionality, retaining 95% of the energy except for our 
descriptors, which already have a reduced dimension using 
PCA in the inner process [16]. This dimensional reduction 
shows a better performance than those with the original 
dimension in the experiment. We use the LIBSVM with a 
linear kernel as a classifier [17]. We utilize the MATLAB 
toolbox for a dimensionality reduction for PCA and LDA [18]. 

1. Results on JAFFE Database 

We first conduct the experiment on the JAFFE database. The 
JAFFE database includes 219 images of ten Japanese females 
with seven facial expressions. In the experiment, we use the 
eye coordinates obtained using the automatic eye detection 
algorithm based on AdaBoost because the database does not 
include the eye coordinates. We validate our descriptor on a 
tenfold cross validation of the subjects. We first present the 
comparison results of our descriptors with other state-of-the-art 
descriptors, as shown in Table 1. The state-of-the-art 
descriptors we compare include Gabor3×4 [6], Gabor5×8 [19], 
LBP(LBP256) [8], ULBP(LBP59) [9], HOG [10], and 
LGBPHS [20]. 

In these results, our descriptors, HRG, HUG, and HLG, show 
better recognition rates than the other descriptors for most 
facial expressions. Furthermore, considering the dimensionality 
of each descriptor, our descriptor has many more pros. We 
present the original dimensionality and a computation time for 
descriptor extraction and dimension reduction of the 
descriptors in Table 2. Even though the computational time is 
dependent on the experimental settings and implementations, 
such as the optimization level, it could be an option for 
 

Table 1. Recognition rate of descriptors on JAFFE database. 

Descriptor NE HA SA SU AN DI FE Overall

Gabor3×4 100.00 90.32 80.65 96.67 90.00 68.97 87.50 87.79

Gabor5×8 96.67 90.32 74.19 90.00 96.67 75.86 84.38 86.85

LBP256 90.00 96.77 70.97 90.00 90.00 68.97 68.75 82.16

LBP59 80.00 87.10 64.52 76.67 93.33 62.07 65.63 75.59

RLBP 80.00 90.32 70.97 86.67 83.33 86.21 68.75 80.75

HOG 90.00 96.77 74.19 90.00 86.67 72.41 75.00 83.57

LGBPHS 100.00 96.77 80.65 93.33 90.00 96.55 93.75 92.96

HRG 100.00 96.77 96.77 96.67 96.67 96.55 93.75 96.71

HUG 100.00 96.77 96.77 96.67 96.67 89.66 93.75 95.77

HLG 100.00 96.77 96.77 93.33 100.00 93.10 93.75 96.24
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Table 2. Original dimensionality of descriptors and computation time 
for descriptor extraction and dimension reduction. 

Computational time 

Descriptor Dimensionality Descriptor 
extraction 
(C, ms) 

Dimension 
reduction 

(MATLAB, ms) 

Gabor3×4 4,800 42.82 0.45 

Gabor5×8 400,000 203.08 22.94 

LBP256 25,600 5.59 2.25 

LBP59 5,900 14.16 0.77 

RLBP 5,600 33.23 0.77 

HOG 6,400 3.92 0.88 

LGBPHS 236,000 777.20 22.02 

HRG 16,800 80.28 1.85 

HUG 17,100 60.91 1.88 

HLG 36,800 52.33 3.44 

 

Table 3. Confusion matrix of HRG descriptor on JAFFE database (%).

 NE HA SA SU AN DI FE 

NE 100.00 3.23 0.00 0.00 0.00 0.00 0.00 

HA 0.00 96.77 3.23 3.33 0.00 0.00 0.00 

SA 0.00 0.00 96.77 0.00 0.00 3.45 0.00 

SU 0.00 0.00 0.00 96.67 0.00 0.00 6.25 

AN 0.00 0.00 0.00 0.00 96.67 0.00 0.00 

DI 0.00 0.00 0.00 0.00 3.33 96.55 0.00 

FE 0.00 0.00 0.00 0.00 0.00 0.00 93.75

(column: true class; row: predicted class) 

 
comparing descriptors. We use C for descriptor extraction and 
MATLAB for dimension reduction. The computational time 
for classification is omitted because the time is less than    
0.5 milliseconds for all cases. Our descriptors show a better 
performance with relatively low dimensionalities than other 
high dimensional descriptors, such as Gabor5×8 and LGBPHS. 

Table 3 shows the final confusion matrix of the HRG 
descriptor showing the best accuracy on the JAFFE database. 
We can see that the best accuracy is for neutral, at 100%, and 
the worst accuracy is for fear, at 93.75%. The accuracy of the 
other facial expressions is about 96%. 

2. Results of CK+ Database 

We also conduct the experiment on the CK+ database. This 
database includes 593 sequences across 123 persons with 
seven facial expressions. In the experiment, we only use the 
327 snapshots at the peak emotion with their emotion labels.   

Table 4. Recognition rate of individual expressions for descriptors on 
CK+ database with eye coordinates from landmarks. 

Descriptor AN CO DI FE HA SA SU 

Gabor3×4 77.78 55.56 94.92 68.00 98.55 71.43 98.8

Gabor5×8 86.67 72.22 96.61 80.00 100.00 92.86 98.8

LBP256 93.33 88.89 89.83 52.00 98.55 71.43 97.59

LBP59 91.11 88.89 88.14 48.00 100.00 75.00 96.39

RLBP 88.89 66.67 94.92 60.00 97.10 64.29 95.18

HOG 88.89 77.78 93.22 64.00 98.55 71.43 97.59

LGBPHS 80.00 77.78 94.92 76.00 100.00 92.86 98.80

HRG 91.11 88.89 94.92 72.00 100.00 78.57 97.59

HUG 95.56 88.89 94.92 80.00 100.00 78.57 97.59

HLG 95.56 88.89 94.92 80.00 100.00 78.57 97.59

 

 
 

Fig. 5. Performance and balanced rate of descriptors on CK+
with eye coordinates from landmarks. 
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We use a leave-one-subject-out cross validation. We conduct 
the experiment on the CK+ database with eye coordinates from 
both the database and the automatic detector. For the CK+ 
database, we use an additional measurement, the balanced 
recognition rate, as well as an overall recognition rate because 
the CK+ has a severely different amount of facial expression 
data among the facial classes. This unbalanced amount of data 
among classes causes the overall recognition rate to become 
biased toward facial expression class results having many 
samples. A balanced recognition rate can be yielded by 
averaging each recognition rate over all classes. 

A. Results on CK+ with Eye Coordinates 

We utilize the landmark points on the left and right eyes and 
obtain the eye coordinates. The facial expression recognition 
rates with other state-of-the-art descriptors are shown in Table 4 
and Fig. 5. 
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Table 5. Confusion matrix of HLG descriptor (%). 

 AN CO DI FE HA SA SU 

AN 95.56 0.00 1.69 4.00 0.00 17.86 0.00 

CO 0.00 88.89 0.00 0.00 0.00 0.00 1.20 

DI 2.22 0.00 94.92 0.00 0.00 0.00 0.00 

FE 0.00 5.56 1.69 80.00 0.00 3.57 1.20 

HA 0.00 0.00 1.69 4.00 100.00 0.00 0.00 

SA 2.22 5.56 0.00 0.00 0.00 78.57 0.00 

SU 0.00 0.00 0.00 12.00 0.00 0.00 97.59

(column: true class; row: predicted class) 

Table 6. Recognition rate of HLG descriptor with several feature 
extraction and fusion methods. 

 HLG HLG-LDA HLG-CCA 

Rate (%) 93.88 97.86 78.90 

Rate (%) (balanced) 90.79 97.08 65.05 

 

 
The proposed descriptors HUG and HLG show the best 

recognition rates equally: 93.88% for the overall recognition 
and 90.79% for the balanced recognition. For the overall 
recognition and balanced recognition, Gabor5×8 shows 
93.58% and 89.59%, HRG yields 92.66% and 89.01%, and 
LGBPHS records slightly lower recognition rates of 92.35% 
and 88.62%, respectively. Although the recognition rates of 
these descriptors are similar, our descriptors have an advantage 
in terms of lower dimensionality.  

Table 5 shows the final confusion matrix of our HLG 
descriptor on the CK+ database. We can observe that 
happiness, anger, disgust, and surprise are easily recognized 
with high accuracy, whereas sadness shows a relatively low 
recognition rate, as it is confused with other expressions, 
especially anger. This is because sadness and anger have 
similar features, such as a furrowed brow and a closed mouth. 
Furthermore, in some cases, a sad expression of one person 
looks like an angry expression of another person and vice 
versa. This confusion is also observed on the other descriptors. 
While showing a higher recognition rate for sadness, the 
Gabor5×8 and LGBPHS descriptors show a lower rate for 
anger. To increase the feature discrimination capability, we 
also apply LDA or CCA into the inner process. Table 6 shows 
the recognition rate of the HLG descriptor with feature 
extraction and the fusion methods, LDA and CCA. With 
LDA, HLG shows surprisingly increased recognition rates of 
97.86% for the overall rate and 97.08% for the balanced rate. 
This is because LDA finds the helpful subspace reducing the 
variance within the facial expression classes and increasing  

Table 7. Recognition rate of individual expressions for descriptors on 
CK+ database with automatic eye detection algorithm. 

Descriptor AN CO DI FE HA SA SU 

Gabor3×4 73.33 44.44 91.53 64.00 100.00 71.43 98.80

Gabor5×8 82.22 66.67 96.61 84.00 100.00 89.29 98.80

LBP256 91.11 77.78 93.22 52.00 100.00 67.86 98.80

LBP59 80.00 72.22 88.14 52.00 95.65 60.71 93.98

RLBP 82.22 77.78 94.92 68.00 98.55 53.57 93.98

HOG 84.44 77.78 94.92 68.00 98.55 78.57 97.59

LGBPHS 86.67 61.11 94.92 80.00 100.00 78.57 98.80

HRG 93.33 83.33 94.92 72.00 100.00 82.14 97.59

HUG 88.89 88.89 94.92 84.00 100.00 89.29 98.80

HLG 93.33 88.89 96.61 76.00 100.00 82.14 98.80

 

 

 

Fig. 6. Performance rate and its balanced rate of descriptors on
CK+ with automatic eye detection algorithm. 
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the variance between classes. 

B. Results on CK+ with Automatic Eye Detection Algorithm 

We also test the fully automatic recognition rate. This 
recognition rate can be used in a real situation. Table 7 and  
Fig. 6 show the performance of individual expressions and a 
comparison recognition rate among several descriptors. 

Proposed descriptors HUG, HLG, and HRG show the best 
recognition rates at 94.50%, 94.19%, and 92.97 for the overall 
recognition and 92.11%, 90.82%, and 89.04% for the balanced 
recognition, respectively. Gabor5×8 and LGBPHS are 
followed with slightly lower recognition rates of 92.66% and 
91.44% for the overall recognition and 88.23% and 85.72% for 
the balanced recognition, respectively. Interestingly, our 
descriptors, HUG, HLG, and HRG, show slightly increased 
recognition rates on the automatically detected database than 
on the database with ground-truth landmarks. This is because  
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Table 8. Confusion matrix of HLG descriptor (%). 

 AN CO DI FE HA SA SU 

AN 88.89 0.00 3.39 4.00 0.00 7.14 0.00

CO 2.22 88.89 0.00 0.00 0.00 0.00 1.20

DI 2.22 0.00 94.92 0.00 0.00 3.57 0.00

FE 0.00 5.56 1.69 84.00 0.00 0.00 0.00

HA 0.00 0.00 0.00 8.00 100.00 0.00 0.00

SA 6.67 5.56 0.00 0.00 0.00 89.29 0.00

SU 0.00 0.00 0.00 4.00 0.00 0.00 98.80

(column: true class; row: predicted class) 

Table 9. Recognition rate of HUG descriptor with several feature 
extraction and fusion methods. 

 HUG HUG-LDA HUG-CCA 

Rate (%) 94.50 94.19 78.59 

Rate (%) (balanced) 92.11 93.88 66.17 

 

 
the block-based approaches are not affected by a small 
misalignment by the automatic eye detection. However, pixel-
based approaches are susceptible to misalignment; for example, 
Gabor3×4, Gabor5×8, and LGBPHS lead to a degradation of 
the recognition rate of 1.83%, 0.92%, and 0.91% for the overall 
recognition and 3.07%, 1.37%, and 2.90% for the balanced 
recognition, respectively. The confusion matrix of HUG is 
shown in Table 8. The results show that the classifier confuses 
anger and sadness in some cases, which accounts for most of 
the confusion. We also test the best descriptor, HUG, by 
combining it with LDA and CCA. The results are shown in 
Table 9. HUG-LDA records a degradation of 0.31% in the 
overall recognition rate and 1.61% in the balanced recognition 
rate. This is because the LDA approach is susceptible to 
outliers and noise [21]. The automatic eye detector is not 
perfect and can therefore yield a misaligned image of a face 
leading to a degradation of the LDA. 

V. Conclusion 

In this paper, we suggested the use of hybrid representations 
for facial expression recognition. These representations consist 
of a block-based representation and a pixel-based 
representation. The block-based representation represents 
micro-orientation and micro-geometric structure information. 
The pixel-based representation represents texture information. 
In the experiment, we tested the descriptors with state-of-the-
art descriptors on two public databases and showed that its 
facial expression recognition performance was comparable 

with a relatively low dimensionality. Our future work is to 
construct an automatic facial expression system that is robust to 
facial poses and a partial occlusion of the facial components. 
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