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Face Recognition Based on Improved Fuzzy

RBF Neural Network for Smar t Device

Eung-Joo Lee
†

ABSTRACT

Face recognition is a science of automatically identifying individuals based their unique facial features.

In order to avoid overfitting and reduce the computational reduce the computational burden, a new face

recognition algorithm using PCA-fisher linear discriminant (PCA-FLD) and fuzzy radial basis function

neural network (RBFNN) is proposed in this paper. First, face features are extracted by the principal

component analysis (PCA) method. Then, the extracted features are further processed by the Fisher's

linear discriminant technique to acquire lower-dimensional discriminant patterns, the processed features

will be considered as the input of the fuzzy RBFNN. As a widely applied algorithm in fuzzy RBF neural

network, BP learning algorithm has the low rate of convergence, therefore, an improved learning algorithm

based on Levenberg-Marquart (L-M) for fuzzy RBF neural network is introduced in this paper, which

combined the Gradient Descent algorithm with the Gauss-Newton algorithm. Experimental results on

the ORL face database demonstrate that the proposed algorithm has satisfactory performance and high

recognition rate.
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1. INTRODUCTION

Human face recognition from still and video im-

ages has become an active research area in the

communities of image processing, pattern recog-

nition, neural networks and computer vision. This

interest is motivated by wide applications ranging

from static matching of controlled format photo-

graphs such as passports, credit cards, driving li-

censes, and mug shots to real-time matching of

surveillance video images presenting different

constraints in terms of processing requirements

[1].

Face recognition involves the extraction of dif-

ferent features of the human face from the face im-

age for discrimination it from other persons, it has

evolved as a popular identification technique to

perform verification of human identity.

During the past 30 years, many different

face-recognition techniques have been proposed,

motivated by the increased number of real-world

applications requiring the recognition of human

faces. PCA algorithm is known as Eigen face

method; In PCA method, the images are projected

onto the facial value and called "eigenspace" [2,

3]. PCA approach reduces the dimension of the

data by means of basic data compression method

[4] and reveals the most effective low dimensional

structure of facial patterns [5]. LFA method of rec-

ognition is based on the analysis the face in terms

of local features e.g. eye, nose etc. by what is re-

ferred LFA kernels. Recognition by Neural

Network [6] and [7] are based on learning of the

faces in an "Example Set" by the machine in the

“Training Phase” and carrying out recognition in
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the "Generalization Phase". Support Vector

Machines (SVM) technique is in fact one of the

binary classification methods. The support vectors

consist of a small subset of training data extracted

by the algorithm given in [8]. Face recognition

based on template matching represents a face in

terms of a template consisting of several enclosing

masks the projecting features e.g. the mouth, the

eyes and the nose [9]. In [10], a face detection

method based on half face-template is discussed.

Although researchers in psychology, neural sci-

ences and engineering, image processing and com-

puter vision have investigated a number of issues

related to face recognition by human beings and

machines, it is still difficult to design an automatic

system for this task, especially when real-time

identification is required. The reasons for this diffi-

culty are two-fold: 1) Face images are highly vari-

able and 2) Sources of variability include individual

appearance, three dimensional (3-D) pose, facial

expression, facial hair, makeup, and so on and these

factors change from time to time. Furthermore, the

lighting, back-ground, scale, and parameters of the

acquisition are all variables in facial images ac-

quired under real-world scenarios [1]. This makes

face recognition a great challenging problem.

In recent work, researchers always use a hybrid

method, which combines some linear and nonlinear

projection methods for obtaining better recognition

results. In many of the hybrid methods, the combi-

nation of Neural Network and Fuzzy System has

become a hot research area in recent years.

Reference [11] applied the theory of fuzzy to de-

signing of RBF Neural Network, combined the re-

spective advantage of Neural Network and fuzzy

function and derived satisfactory results. But since

the problem of learning speed with Fuzzy Neural

Network, the optimal procedure is easily stacked

into the local minimal value and it causes slow

convergence. Generally speaking, multi-layer net-

works usually coupled with the backpropagation

(BP) algorithm, are most widely used in face rec-

ognition [12]. Yet, two major criticisms are com-

monly raised against the BP algorithm: 1) It is

computationally intensive because of its slow con-

vergence speed and 2) there is no guarantee at all

that the absolute minima can be achieved. On the

other hand, RBF neural networks have recently at-

tracted extensive interests in the community of

neural networks for a wide range of applications

[13,14,22].

In order to avoid these cases, we propose an im-

proved RBF neural network for face recognition in

this paper. The whole recognition procedure in-

cludes three stages, feature extraction and

classification. Firstly, dimension reduction and face

feature extraction using PCA-FLD algorithm is

presented; and then the structure and L-M learning

algorithm of the fuzzy RBF neural network

(RBFNN) are introduced for face classifier. Fig. 1

shows the flow chart of proposed algorithm in this

paper.

Fig. 1. Flowchart of proposed recognition algorithm.

2. Dimension Reduction and Feature

Extraction

As the problem of face recognition, face image

data are usually high-dimensional and large-scale,

recognition has to be performed in a high-dimen-

sional space. So it is necessary to find a dimen-

sional reduction technique to cope the problem in

a lower-dimension space. Researchers have pre-

sented many linear and nonlinear projection algo-

rithms such as the eigenfaces [15], Principal
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Fig. 2. First 10 eigenfaces with highest eigenval-

ues.

Component Analysis (PCA) [15], Linear Discri-

minant Analysis (LDA) [16,17], Fisher faces [6],

Direct LDA (DLDA) [16,18], Discriminant Com-

mon Vector (DCV) [19] and Independent Compo-

nent Analysis (ICA) [20], etc.

In this paper, we use a hybrid algorithm, which

combine PCA algorithm with FLD algorithm, for

feature extraction. The number of input variables

is reduced through feature selection, i.e., a set of

the most expressive features is first generated by

the PCA and FLD is then implemented to generate

a set of the most discriminant features so that dif-

ferent classes of training data can be separated as

far as possible and the same classes of patterns

are compacted as close as possible. The procedures

are as follows:

(1) Obtaining face images 


 , each image

can be expressed as . Let the training set of

face images be  .

(2) Calculating the average face :

  



  



 (1)

where  presents the number of training face im-

ages and  denotes  face image vector. (3)

Calculating the mean subtracted face  by


 

    (2)

The objective of this formula is to project  to

a lower dimension space.

(4) Calculating the covariance matrix 

  



  




     (3)

where    .

(5) Calculating the  and  , which indicate ei-

genvectors and eigenvalues of  matrix. Where 

determines linear combinations of the  training

set of face images from the eigenface  [15]:

  
  



    (4)

Here, we obtain a set of eigenface vectors

  


 . Fig. 2 shows the first 10 ei-

genfaces on ORL face database.

(6) In order to find a best subspace for classi-

fication, and maximize the ratio of between-class

scatter and within-class scatter, so computing be-

tween-class scatter matrix  and within-class

scatter matrix  [16]:

  
  



 


 (5)


 

  









 (6)

where  



  



    is the mean of ei-

genface images and  



  



 is the mean of 

set of eigenface.  is the number of the classes and

 represents the number of  class.

(7) The optimal subspace,  by the FLD

is determined as

  arg


   

(7)

Where    is the set of generalized ei-

genvectors of  and  corresponding to the 

largest generalized eigenvalues    .

Thus, the feature vectors  for any query face im-

ages  in the most discriminant sense can be calcu-

lated as follows:

  
 · · (8)

The best subspace  is calculated by

Lagrange multiplier. Meanwhile, the  is consid-

ered as the input unit of the fuzzy RBF neural

network.
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3. The Structure of Fuzzy RBF Neural

Network

3.1 Instruction of RBF Neural Network

An RBF neural network can be considered as

a mapping [21]: → .

Let ∈ be the input vector and

∈ ≤  ≤  be the prototype of the input

vectors. The output of each RBF unit is as follows:


  

∥∥    (9)

where ∥·∥ indicates the Euclidean norm on the
input space. Usually, the Gaussian function is pre-

ferred among all possible radial basis functions due

to the fact that it is factorizable. Hence

   exp


∥∥

 (10)

where  is the width of the  RBF unit. The 

output   of an RBF neural network is

   
  



 × (11)

where   ,  is the weight or strength of

the  receptive field to the  output and 

is the bias of the  output.

We can see from (10) and (11) that the outputs

of an RBF neural classifier are characterized by a

linear discriminant function. They generate linear

decision boundaries (hyperplanes) in the output

space. Consequently, the performance of an RBF

neural classifier strongly depends on the separa-

bility of classes in the u-dimensional space gen-

erated by the nonlinear transformation carried out

by the u RBF units.

Geometrically, the key idea of an RBF neural

network is to partition the input space into a num-

ber of subspaces which are in the form of

hyperspheres.

3.2 Fuzzy RBF Neural Network

Based on the RBF neural network above, we

construct the environment parameters of network

to give the fuzzy inference ability to it, fuzzy char-

acteristics improved the learning generalization

ability of neural networks and made a better ap-

proximation to the actual models.

We assume that there are fuzzy rules as:

  : If   
   

   
 , then


   

   
  .

Where  is input vector,  is output vector;




  is the membership function (Gaussian

function) of  for 
,       ; 

corresponds to  output of  rule, there are 

rules totally and  output vectors.

The output of fuzzy system can be expressed

as





  






  





(12)

Where  indicates the incentive intensity of 

rule, namely


 


 

  




  ≤  ≤ (13)

Due to the function equivalence between RBF

neural networks and fuzzy inference system, and

these two systems can be unified by functions. We

correspond the number of pattern clustering in

RBF neural network to the number of fuzzy rules.

Thus, the parameters are with fuzzy inference

ability, which structure the fuzzy RBF neural

network.

3.3 The Structure of Fuzzy RBF Neural

Network

The structure of fuzzy RBF neural network we

proposed in this paper consists of four layers: input

layer, fuzzification layer, fuzzy inference layer and

output layer. The topology of the fuzzy RBF neural

network is shown as Fig. 3.

Suppose there are a  dimensional characteristic
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Fig. 3. The topology of fuzzy RBFNN.

space     and  classes of patterns

 , which follow normal distribution. 

samples are selected as training set from total

samples, we write them as training samples space:

   . If the number of samples be-

long to  pattern  is  , then   
  



 . Through

statistical calculation to these training samples, the

mean vector      and the variance

vector      of each pattern can be

obtained, where  and  denote the mean value

and variance value of  feature in  pattern,

respectively.

Based on the analysis above, all of the samples

can be processed by fuzzification when they are

inputted RBF neural network, multiple input-one

output system will be transformed to a multiple in-

put-multiple outputs fuzzy neural classifier.

The structure of fuzzy RBF neural network con-

sists of four layers as follows:

The first layer (Input layer): each node denotes

an input linguistic variable and they are transferred

to the next layer directly.

The second layer (Fuzzification layer): in this

layer, the Gaussian radial basis function is adopted

as a fuzzy membership function of neuron. This

layer compose by  neurons, which is divided into

 groups, each group contains  neurons, then

   × . Thus, the input-output relationship of

 neuron in  group is










 


 (14)

where  denotes the probability density of  fea-

ture belong to the membership of pattern  , the

output of     group of input neuron:

   constitutes the membership vector

of pattern  for input samples. The k-dimensional

eigenvector from the input layer was translated in-

to the membership of each feature to reach pattern

by processing of fuzzification.

The third layer (Fuzzy inference layer): each

node corresponds to a fuzzy rule and this layer im-

plements the mapping from fuzzy rules to output

space. In this paper, we defined the product of all

input signals as the output of each node as follow.

′ 
  



    (15)

where  is the weight function of fuzzy rule, 

is the output in last layer.

The fourth layer (Output layer): this layer is a

linear combination of outputs in last layer for de-

fuzzification computation.

 


  






  



′
(16)

where     
  



  ≤  ≤  .

4. Learning Algorithm of Fuzzy RBF

Neural Network

The learning process of fuzzy RBF neural net-

work mainly based on updating the central value

 and the radius  of basis function. Usually, the

adjustment algorithm of  and  takes K-NN

clustering algorithm under unsupervised learning.

The weight  mostly used BP algorithm for ad-
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justing, which is a supervised learning algorithm.

Though we can apply the gradient paradigm to find

the entire set of optimal parameters, the paradigm

is generally slow and likely to become trapped in

local minima. For solving this problem, Leven-

berg-Marquart (L-M) training algorithm was used

to adjust  in this paper. L-M algorithm is an im-

proved training algorithm of BP, which combined

the advantages of gradient paradigm and newton

method, it has both local performance and entire

performance. The L-M training process can be il-

lustrated as follow.

Assume that there are  samples  ,

the expected output of network are  and

the actual output are   . When input the

 sample, the output    can be re-

ceived, the error is the sum of each output error,

that can be expressed by

   




   



  



 
 (17)

where  is error, its gradient ∇ and

Hessian matrix ∇  are

∇   (18)

∇   (19)

where

  
  




∇

 (20)

 is Jacobian Matrix, as

 







 


 
⋯

 



 


 
⋯

 

⋮ ⋮ ⋮



 


 
⋯

 






(21)

Assume that   denote the vector con-

sists of weight and threshold by  and  

iteration. Thus

   ∆ (22)

For L-M training algorithm,

∆   (23)

where proportion coefficient    is constant

,  denotes unit matrix. When    , L-M algo-

rithm equals to Gaussian-Newton method; when

 is very large, it is approximate to gradient

paradigm. In practical application,  is a tentative

parameter, it should be adjusted based on ∆ .

The process of using L-M algorithm for training

fuzzy RBF neural network can be described as

below.

(1) Normalizing the training samples;

(2) Setting up predetermined training error ,  ,

 and initialize weight and threshold vector, let

     ;

(3) Calculating the output of network and error

function  ;

(4) Calculating Jacobian matrix  using E.

q. (21);

(5) Calculating ∆ using E. q. (23);

(6) If   , jump to step (8);

(7) Calculating  based on weight and

threshold , if    , then

weight and threshold will be updated, namely, let

   and   


, return to step (3); other-

wise, keep the weight and threshold, let    × 

and return to step (5);

(8) Stop.

The error function was defined as


 



  




  

    (24)

where  also be called as learning objective func-

tion, in another words, the objective of training is

to minimize  by adjusting the parameters; 


means the actual output of  unit in output layer;

 denotes the expected output of  unit in out-

put layer.

5. Experimental Results

The proposed face recognition system is running
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Fig. 4. Samples of ORL face database.

Table 1. Experimental results of fuzzy RBF neural

network using BP learning algorithm

Test 1 2 3 4 5 6

Learning

Coefficient
0.25 0.5 0.9 0.9 0.99 0.99

Learning

Times (*1000)
1 1 1 5 10 50

Correct 85 87 89 92 96 96

Error 15 13 11 8 4 4

Reject 0 0 0 0 0 0

Recognition

Rate
85% 87% 89% 92% 96% 96%

on the hardware environment of Intel(R) Core(TM)

2 (2.93GHz) and the software environment of

Windows 7 and Matlab R2009a.

The experiment uses the ORL Database of faces.

Their Database of Faces, formerly “The ORL

Database of Faces”, contains a set of face images

taken between April 1992 and April 1994 at the lab.

There are ten different images of each of 40 dis-

tinct subjects. For some subjects, the images were

taken at different times, varying the lighting, facial

expressions (open/closed eyes, smiling/not smil-

ing) and facial details (glasses/no glasses). All the

images were taken against a dark homogeneous

background with the subjects in an upright, frontal

position, with tilting and rotation tolerance up to

20 degree, and tolerance of up to about 10% scaly.

The files are in BMP format. The size of each im-

age is 92*112 pixels, with 256 grey levels per pixel.

Fig. 4 shows part samples in ORL face database.

In our experiments, we select 20 persons and 5

images each person in random. The selected 100

images are implemented as the set of training.

Meanwhile, we select the other 100 images form

20 persons for testing. The original image with size

of 92*112 can be translated into a 10304*1 matrix

by PCA algorithm, and we select fisrt 60 ei-

genfaces for experiments. Then, the resulting fea-

tures are further projected into the Fisher's optimal

subspace in which the ratio of the between-class

scatter and the within-class scatter is maximized.

So, the number of input units to fuzzy RBF neu-

ral network is 60, namely   ; the number of

classes is 20,   ; thus, the number of nodes

in fuzzification layer is  ×    , which in-

cludes 20 groups and each group contains 60

neurons. The number of fuzzy inference layer is

 ×    (select 20 persons and 5 images each

person).

The expected output  output-node's value is

1, the others are 0, but the actual outputs are

around the expected value range. Based on com-

petitive choice rule, the category of the input sam-

ples is determined by the maximum value of actual

output in fuzzy RBF neural network's output layer.

If there are not only one maximum value, the net-

work will refuse to make a judgment. The ex-

perimental results are shown as Table 1, Table 2

and Table 3.

From Table 1 and Table 2 we can find that:

There is no "Reject" and with low recognition error

rate, the learning ability of proposed method is

strong; When the number of learning times is

small, the recognition rate could be improved by

increasing learning coefficient; When the number

of learning times is beyond a certain range (very

large), the recognition rate will not be enhanced,

but tends to stabilize.

Table 3. indicates that when the number of

classes is low, fuzzy RBF neural network classifier

has good performance. the recognition rate will re-
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Table 2. Experimental results of fuzzy RBF neural

network using L-M learning algorithm

Test 1 2 3 4 5 6

Learning

Coefficient
0.25 0.5 0.9 0.9 0.99 0.99

Learning

Times (*1000)
1 1 1 5 10 50

Correct 87 89 90 94 98 98

Error 13 11 10 6 2 2

Reject 0 0 0 0 0 0

Recognition

Rate
87% 89% 90% 94% 98% 98%

Table 3. Performance of network training algo-

rithm (BP and L-M)

m 10 15 20 25 30 35 40

BP 100 97 96 93 88 80 74

L-M 100 99 98 95 91 84 80

duce as the number increase. From Table 1 to

Table 3, result data indicate that L-M training al-

gorithm is better than BP algorithm, the perform-

ance of fuzzy RBF neural network trained by L-M

is more stable and with faster convergence ability

than the one trained by BP algorithm.

6. CONCLUSION

In this paper, a general design approach using

an fuzzy RBF neural network classifier for face

recognition to cope with small training sets of

high-dimensional problem is presented. Firstly,

face features are first extracted by PCA algorithm.

Then, the resulting features are further projected

into the Fisher's optimal subspace in which the ra-

tio of the between-class scatter and the with-

in-class scatter is maximized. As a widely applied

algorithm in fuzzy RBF neural network, BP learn-

ing algorithm has the low rate of convergence,

therefore, an improved learning algorithm based on

L-M for fuzzy RBF neural network is introduced

in this paper, which combined the Gradient Descent

algorithm with the Gauss-Newton algorithm, it

has both local performance and entire performance.

The experimental results shown that the pro-

posed algorithm works well on ORL face database

with different expressions, poses and illumination

conditions. So, this algorithm has good capability

of generation, and it can effectively reduce the di-

mensional of classification. Meanwhile, this algo-

rithm can also reduce the computational

complexity. The feature vectors are only extracted

from gray-scale images, more features extracted

from both gray-scale and spatial texture in-

formation and a real-time face recognition system

will be studied in the future work.
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