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A CENTRAL LIMIT THEOREM FOR LINEAR
PROCESSES UNDER LINEAR NEGATIVELY

QUADRANT DEPENDENCE

Hyun-Chull Kim*

Abstract. In this paper we establish a central limit theorem for
weighted sums of Yn =

∑n
i=1 an,iXi, where {an,i, n ∈ N, 1 ≤ i ≤ n}

is an array of nonnegative numbers such that supn≥1

∑n
i=1 a2

n,i <
∞, max1≤i≤n an,i → 0 and {Xi, i ∈ N} is a sequence of linear
negatively quadrant dependent random variables with EXi = 0
and EX2

i < ∞. Using this result we will obtain a central limit
theorem for partial sums of linear processes.

1. Introduction

For a sequence {an, n ≥ 1} of real numbers the limit superior is de-
fined by infr≥1 supn≥r an and is denoted by lim supn→∞ an. Let {Xn, n ≥
1} be a sequence of random variables and {an,k, n ≥ 1, 1 ≤ k ≤ n} be
an array of real numbers. The weighted sums

∑n
k=1 an,kXk can play an

important role in various applied and theoretical problems, such as those
of the least squares estimators(see Kafles and Bhaskara Rao(1982)) and
M-estimates(see Rao and Zhao(1992)) in linear models, the nonpara-
metric regression estimators(see Priestley and Chao(1972)), etc. So the
study of the central limit theorem is every important and significant.

Two random variables X and Y are said to be negatively quadrant
dependent(NQD)[resp. positively quadrant dependent(PQD)] if P (X ≤
x, Y ≤ y)− P (X ≤ x)P (Y ≤ y) ≤ 0[resp. ≥ 0] for all x, y ∈ R.

A sequence {Xk, k ≥ 1} is said to be linear negatively[resp. posi-
tively] quadrant dependent(LNQD)[resp.(LPQD)] if for any disjoint fi-
nite subsets A,B ⊂ N and any positive real numbers rj ,

∑
i∈A riXi
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and
∑

j∈B rjXj are NQD[resp. PQD]. The definition of NQD is given
by Lehmann(1966) and the concept of LNQD[resp. LPQD] is given by
Newman(1984). Because of their wide applications Birkel(1993) gave a
central limit theorem and a functional central limit theorem for LPQD
sequence.

Theorem 1.1 (Newman(1984)). Let {Xn, n ≥ 1} be a sequence of
strictly stationary LNQD random variables with EX1 = 0 and EX2

1 <
∞. If

σ2 =
∞∑

i=1

Cov(X1, Xi) < ∞,

then

σ−1n−
1
2

n∑

i=1

Xi →D N(0, 1) as n →∞,

where →D means convergence in distribution.
Peligrad and Utev(1997) have proved the following central limit the-

orem for weighted sums of associated random variables :

Theorem 1.2. Let {an,i, 1 ≤ i ≤ n, n ≥ 1} be an array of nonnegative
numbers such that

(1.1) sup
n≥1

n∑

i=1

a2
n,i < ∞,

(1.2) max
1≤i≤n

an,i → 0 as n →∞.

Let {Xn, n ≥ 1} be a sequence of mean zero associated random variables
such that

(1.3) {X2
i } is an uniformly integrable family,

(1.4) V ar(
n∑

i=1

an,iXi) = 1,

and

(1.5)
∑

j:|k−j|≥u

Cov(Xk, Xj) → 0 as u →∞ uniformly in k ≥ 1.

(See Cox and Grimmett(1984)). Then
n∑

i=1

an,iXi →D N(0, 1) as n →∞,

where →D means convergence in distribution.
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In this paper inspired by Peligrad and Utev(1997) we extend Theorem
B to the case of LNQD random variables and prove the central limit
theorem for linear process generated by LNQD random variables using
this result.

2. Main results

Theorem 2.1. Let {Xn, n ≥ 1} be a sequence of mean zero and finite
variance LNQD random variables satisfying (1.3), (1.4) and

(1.5)′
∑

j:|k−j|≥u

|Cov(Xk, Xj)| → 0 as u →∞ uniformly in k ≥ 1.

Let {an,i, 1 ≤ i ≤ n, n ≥ 1} be an array of nonnegative numbers satisfy-
ing (1.1) and (1.2).

Then

(2.1)
n∑

i=1

an,iXi →D N(0, 1) as n →∞.

The following lemma needs to prove Theorem 2.1.

Lemma 2.2 (Newman(1984)). Let {Xn, n ≥ 1} be a sequence of
LNQD random variables with finite second moments. Then
(2.2)

|E exp(it
n∑

j=1

Xj)−
n∏

j=1

E(exp itXj)| ≤ Ct2|V ar(
n∑

j=1

Xj)−
n∑

j=1

V ar(Xj)|

for all t ∈ R, where C > 0 is an arbitrary constant, not depending on n.

Remark 2.3. The right hand side of (2.2) converges to zero as n goes
infinity.

Proof of Theorem 2.1. Without loss of generality we assume that an,i =
0 for i > n. For 1 ≤ a < b ≤ n and 1 ≤ u ≤ b− a we have, after simple
manipulations

(2.3) 0 ≤
b−u∑

i=a

an,i

b∑

j=i+u

an,j |Cov(Xi, Xj)|

≤ sup
k

(
∑

j:|k−j|≥u

|Cov(Xk, Xj)|)(
b∑

i=a

a2
n,i).
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In particular, by (1.5)′ there exists a constant C such that for every
1 ≤ a ≤ b ≤ n,

V ar(
b∑

i=a

an,iXi) ≤ C
b∑

i=a

a2
n,i.

We shall construct an array of random variables {Zn,i, 1 ≤ i ≤ n, n ≥ 1}
for which we shall make use of Lemma 2.2. Fix a small positive ε and
find a positive u = uε such that

0 ≤
b−u∑

i=1

an,i

b∑

j=i+u

an,j |Cov(Xi, Xj)|

≤ ε for every n ≥ u + 1.

This is possible because of (2.3) and (1.5)′.
As in Peligrad and Utev(1997) we denote [x] the integer part of x

and define

K = [
1
ε
]

Yn,j =
u(j+1)∑

i=uj+1

an,iXi, j = 0, 1, · · ·

Aj = {i : 2Kj ≤ i < 2Kj + K, |Cov(Yn,i, Yn,i+1)|

≤ 2
K

2Kj+K∑

i=2Kj

V ar(Yn,i)}.

From the fact that 2|Cov(Yn,i, Yn,i+1)| ≤ V ar(Yn,i)+V ar(Yn,i+1) we get
that for every j the set Aj is not empty.

Now we define the integers m1, m2, · · · , mn recursively by m0 = 0.
mj+1 = min{m : m > mj ,m ∈ Aj} and define

Zn,j =
mj+1∑

i=mj+1

Yn,i, j = 0, 1, · · ·

∆j = {u(mj + 1) + 1, · · · , u(mj+1 + 1)}.
We observe that

Zn,j =
∑

k∈∆j

an,kXk, j = 0, 1, · · · .

(See Peligrad and Utev(1997).)
It is easy to see that every set ∆j contains no more that 3Ku elements.
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Hence, for every fixed positive by (1.1) and (1.2) the array {Zn,i : i =
1, · · · , n, n ≥ 1} satisfies the Lindeberg’s condition. It remains to see
that by Lemma 2.2

|E exp(it
n∑

j=1

Zn,j)−Πn
j=1Eexp(itZn,j)|

≤ Ct2(V ar(
n∑

j=1

Zn,j)−
n∑

j=1

V ar(Zn,j))

≤ Ct2(2
n∑

i=1

|Cov(Zn,i, Zn,i+1)|+ 2
n−2∑

i=1

n∑

j=i+2

(|Cov(Zn,i, Zn,j)|))

≤ Ct2{4
n−u∑

i=1

an,i

n∑

j=i+u

an,j|Cov(Xi, Xj)|+ 2
n∑

j=1

|Cov(Yn,mj , Yn,mj+1)|}

≤ Ct2{4ε +
8
K

n∑

i=1

V ar(Yn,i)}

≤ C
′
t2ε(1 + V ar(

n∑

i=1

an,iXi))

≤ C
′′
t2ε for every positive ε.

Finally, the proof Theorem 2.1 is complete by Theorem 4.2 in Billings-
ley(1968).

Corollary 2.4. {Xi, i ≥ 1} be a sequence of mean zero LNQD

random variables such that {X2
i } is uniformly integrable and {a′n,i, 1 ≤

i ≤ n, n ≥ 1} be an array of nonnegative numbers such that

(2.4) sup
n≥1

n∑

i=1

a
′
n,i

σ2
n

< ∞,

(2.5) max
1≤i≤n

a
′
n,i

σ2
n

→ 0 as n →∞,

where σ2
n = V ar(

∑n
i=1 a

′
n,iXi).

If (1.5)′ holds, then

(2.6)
1
σn

n∑

i=1

a
′
n,iXi →D N(0, 1) as n →∞.
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Proof. Let an,i =
a
′
n,i

σn
. Then by Theorem 2.1 the result (2.6) follows.

In time series analysis, the linear process Ym =
∑∞

j=1 am+jXj is of
great importance, where {ak, 0 < k < ∞} is a sequence of numbers and
many important time series models have the type of Ym.

We apply Theorem 2.1 to obtain the following central limit theorem
for the partial sum of a linear process of the form Ym =

∑∞
j=1 am+jXj .

Theorem 2.5. Ym =
∑∞

j=1 am+jXj , where {ak, 0 < k < ∞} is a se-

quence of nonnegative numbers with
∑

j aj < ∞ and {Xj} is a sequence

of LNQD random variables satisfying (1.4) and (1.5)
′
. Set

V ar(S∗n) = σ∗2n ,

where S∗n =
∑n

m=1 Ym. If σ∗n →∞, then

(2.7)
S∗n
σ∗n

→D N(0, 1),

where →D means convergence in distribution.

Proof. The proof is similar to that of Theorem 2.4 in Peligrad and
Utev(1997). To complete the proof we repeat it here. Without loss of
generality we assume

sup
n≥1

E(X2
n) = 1.

We also have

S∗n =
n∑

m=1

Ym =
∞∑

j=1

(
n∑

m=1

am+j)Xj .

In order to apply Theorem 2.1, we choose Wn such that
∑

j>Wn
a2

j < n−3

and take kn = Wn + n. Then

S∗n
σ∗n

=
kn∑

j=1

(
n∑

k=1

ak+j)Xj/σ∗n +
∞∑

j=kn+1

(
n∑

k=1

ak+j)Xj/σ∗n = Tn + Un.
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By the Cauchy-Schwarz inequality and the assumption we have the fol-
lowing estimate

V ar(Un) ≤
∞∑

j=kn+1

(
n∑

k=1

ak+j)Xj/σ∗n)2

≤ n(σ∗n)−2
∞∑

j=kn+1

n∑

k=1

a2
k+j

≤ n2(σ∗n)−2
∞∑

j=kn−n+1

a2
j

≤ n2(σ∗n)−2
∞∑

j=Wn+1

a2
j

≤ n−1(σ∗n)−2 → 0 as n →∞,

which yields

(2.8) Un → 0 in probability as n →∞.

By Theorem 4.1 of Billingsley(1968) it remains only to prove that Tn →D

N(0, 1) as n →∞.
Put

(2.9) an,k =

∑n
j=1 ak+j

σ∗n
.

From the assumptions
∑

j aj < ∞, σ∗n →∞ and (2.9) we obtain

sup
k≥1

n∑

j=1

ak+j/σ∗n → 0 as n →∞,

which yields

(2.10) max
1≤k≤n

an,k → 0 as n →∞.

In order to apply Theorem 2.1 we have to show

sup
n≥1

n∑

k=1

a2
n,k < ∞.

Suppose on the contrary that for some ε > 0 there exists a subsequence
(j
′
, n

′
), n

′ →∞ such that
n∑

k=1

ak+j
′ > εσ∗n.
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Denote by A = supk≥1 ak and notice that for r > j
′
,

n∑

k=1

ak+r ≥ εσn′ − 2A(r − j
′
).

Hence

σ2
n
′

b
≥

j+W∑

i=j′
(

n∑

k=1

ak+j)2,

≥ Wε2σ2
n
′ − 4Aσn

′ ε(
j+W∑

i=j′
(i− j

′
))

≥ Wε2σ2
n
′ − 4Aσn′ εW

2.

Taking W to be the least positive integer greater than of equal to 3
bε2

and because σn′ →∞, we obtain for n
′
sufficiently large,

σ2
n
′

b
≥

3σ2
n
′

b
− σn′

3σA

b2ε2
>

2σ2
n
′

b

which is a contradiction. That is we have

(2.11) sup
n≥1

n∑

k=1

a2
n,k < ∞.

Hence, by (2.10) and (2.11) we have

(2.12) Tn →D N(0, 1).

Finally, by (2.8), (2.12) and Theorem 4.1 of Billingsley the result follows.
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