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Abstract. In the treatment of the sequential beta-protection pro-
cedure, we define the reasonable stopping time and investigate that
for the stopping time Wijsman’s requirements, coverage probabil-
ity and beta-protection conditions, are satisfied in the estimation
for the mean vector µµµ by the sample from the multivariate normal
distributed population with unknown mean vector µµµ and a positive
definite variance-covariance matrix Σ.

1. Introduction

Most researchers use the statistical methods as the scientific analy-
sis. The essential features of the hypothetic deductive view of scientific
method are that a person observes or samples the natural world and
uses all the information available to make an intuitive, logical guess,
called an hypothesis, about how the system functions. The person has
no way of knowing if their hypothesis is correct-it may or may not ap-
ply. Prediction made from the hypothesis are tested, either by further
sampling or by doing experiments [7]. Sequential methods have been
utilized in numerous disciplines, most notably in industrial process con-
trol and medical research involving clinical trials [1][3][4]. The sample
size is controllable factor. In the test with the fixed width confidence
interval, as the sample size increase, the significance level α is decrease,
but the risk of Type 2 error, β, will be increase.
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In the sequential test of the hypothesis H0 : θ = θ0 against H1 : θ 6= θ0

based on a sample X1, X2, · · · , Xn from some population with the pa-
rameter θ ∈ Θ ⊂ R, Wijsman [9] propose the following two requirements
when n instead to some stopping time N ; for any fixed α, β (0 < α, β <
1)

(1.1) P (θ ∈ Rc,n) ≥ 1− α for all θ ∈ Θ

and

(1.2) P
{
θ − δ

(
I{θ>θ0}(θ)− I{θ<θ0}(θ)

) ∈ Rc,n

} ≤ β for all θ ∈ Θ,

where Rc,n is the confidence region, IA(·) is the indicator function and
δ is given imprecision function.

In the sampling from the normally distributed population with mean
µ and the unknown variance σ2, for given 0 < α < 1 and d > 0,
taking the confidence interval Rc,n for the mean µ with the width 2d,
the optimum fixed sample size is n∗ = (a2s2

n)/d2, where a = tα/2,n−1

is defined by P (|T | ≤ tα/2,n−1) = 1− α for the Student’s t-distribution
random variable T with degree of freedom n − 1. The stopping time is
given by

(1.3) N = min
{
n ≥ n0 : n ≥ a2s2

n/d2
}

,

where s2
n is the sample variance which is an unbiased estimator of σ2.

In this time, for the significance level α ∈ (0, 1) the confidence interval
for µ is Rc,n = [X̄n− d, X̄n + d], where X̄n = n−1

∑n
i=1 Xi is the sample

mean.
The precision of the confidence region Rc,n will be controlled or partly

controlled by requiring that with high probability the confidence set does
not contain one or more specified parameter values different from the
parameter µ of interest. Given an imprecision functions δ > 0 and
0 < β < 1, we have a probability

(1.4) P (µ− δ ∈ Rc,n) ≤ β.

This is called β-protection at µ− δ, and was first proposed as a measure
of precision by Wijsman [5][9].

This method has been applied to a variety of problems, for the mean
µ of a normal population with known variance, the µ/σ in the nor-
mal population [9][10], the mean of an exponential distribution, and
the mean of a distribution in the presence of nuisance parameters [5]
and sequential confidence sets with guaranteed coverage probability and
beta-protection [2]. Specially, for one sided case µ > µ0, in order to
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arrive at a sequential procedure which satisfies (1.1) and (1.2), as a con-
fidence region Rc,n, replacing d by δ which is function of X̄n in (1.3),
Kim [5] showed that there is a fixed sample size confidence interval of
the form [X̄n − rδ(X̄n),∞) with 0 < r < 1.

For µ < µ0, in (1.4), if µ − δ is replaced by µ + δ, then we have the
beta-protection at µ + δ such as following;

(1.5) P
(
µ + δ(µ) ∈ (−∞, X̄n + rδ(X̄)

]) ≤ β.

For the two sided situation this can be extended to the following;

(1.6) P
{
µ− δ(µ)

(
I{µ>µ0} − I{µ<µ0}

) ∈ [
X̄n − rδ, X̄n + rδ

]} ≤ β.

The sequential beta-protection procedure contains the Wijsman’s re-
quirements, (1.1) and (1.2), as well as the sequential estimation, such as
confidence region for the parameter θ, given stopping time. In this pa-
per we propose the new stopping time and we investigate the sequential
beta-protection procedure in the sequential sampling from the multivari-
ate normally distributed population.

2. Main theorem

Let {Xk = (X1k,X2k, · · · ,Xpk) , k ≥ 1} be a sequence of multivari-
ate normal random vectors with mean vector µµµ and a positive definite
variance-covariance matrix Σ. For testing the hypothesis H0 : µµµ = µµµ0,
a random sample of a fixed size n have recorded X1,X2, · · · ,Xn. We
write X̄n = n−1

∑n
i=1 X̄i and Sn = (n−1)−1

∑n
i=1(Xi−X̄n)(Xn−X̄n)t

for n ≥ 2. In order to find a confidence region Rc,n for the mean vector
µµµ such that (1.1) and (1.2) are achieved, given the positive real valued
imprecision functions ∆i : Rp → R+, 1 ≤ i ≤ p, in the multivariate
version, imprecision function ∆ = (∆1, ∆2, · · · , ∆p) has to be satisfied
several smoothness properties.

We begin with the following assumptions about the imprecision ∆:

(A1) ∆i is continuously differentiable and has the bounded positive
derivative for all 1 ≤ i ≤ p

(A2) for any x,y ∈ Rp, ∆∗(x)/∆∗(x+y) → 1 as y → 0 uniformly in
x, where ∆∗ = min {∆1, ∆2, · · · , ∆p} and 0 = (0, 0, · · · , 0).

Let the length of the µi-axis of the region be bounded by 2di, i =
1, 2, · · · , p, given α ∈ (0, 1), first we consider a confidence region R1,n ⊂
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Rp for mean vector µµµ as following;

(2.1) R1,n =
{
µµµ ∈ Rp : µi −∆i(µµµ) ≥ X̄in − r∆i(X̄n), i = 1, · · · , p

}
,

where X̄in and µi are i-th components of X̄n and µµµ respectively.
Since the optimum fixed sample size n∗p must be

(2.2) n∗p ≥ a2siin/d2
i , for all 1 ≤ i ≤ p,

where a > 0 is to be chosen and siin is the (i, i) component of Sn, replac-
ing di by ∆i, we propose the the sequential procedure in the estimation
for the mean vector µµµ from the initial sample X1,X2, · · · ,Xn0 of size
n0(> p) ; stop according to the stopping time Np defined by

(2.3) Np = min

{
n ≥ n0 : n ≥ a2λ̂(p)

∆2∗(X̄n)

}
,

where λ̂(p) is the largest eigenvalue of the sample variance covariance
matrix Sn and ∆∗ = min {∆1,∆2, · · · , ∆n}. If n < a2λ̂(p)/∆2∗(X̄n),
obtain the (n + 1) sampling and estimate µµµ by X̄n+1.

Let Z̄n = Σ−1/2
∑n

i=1(X̄i − µµµ) and σ(p) = max {σ1, σ2, · · · , σp} for
the (i, i) component σ2

i of the matrix Σ. Then we have the following
lemma.

Lemma 2.1. For any given ε > 0, if σ(p) ≥ ε∆∗(µµµ), then we have as
a →∞

(i) Np →∞ a.s

(ii) λ̂(p)/σ2
(p) → 1

(iii) N
1/2
p Z̄Np → N (0, Ip) in distribution and it is stochastically

bounded
(iv) ∆∗(µµµ)/∆∗(Z̄Np) → 1 a.s. uniformly in µµµ

where Ip is the p-dimensional identity matrix.

Proof. Parts (i) and (ii) are immediate. For part (iii), from the mul-
tivariate version of Woodroofe’s result we know that

{
n1/2Z̄n : n ≥ 1

}
is

uniformly continuous in probability and n1/2Z̄n → N (0, Ip) by Anscombe’s
theorem. Since Np → ∞ as a → ∞ if σ(p) ≥ ε∆∗(µµµ) for any given

ε > 0, thus we have N
1/2
p Z̄Np → N (0, Ip). Now part (iv), write X̄n =

µµµ + Σ1/2Z̄n. Since Σ1/2Z̄n → 0 a.s. as n → ∞ by strong law of large
number, it follows from (i) that Σ1/2Z̄Np → 0 a.s. as a → ∞. Then we
have the result of (iv) by the assumption (A2).
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Theorem 2.2. For the stopping time Np which was defined in (2.3),
given 0 < α, β < 1, under the assumption in Lemma 2.1 we have that
for all µµµ

(2.4) P
(
µµµ ∈ R1,Np

) ≥ 1− α

and

(2.5) P
(
µµµ−∆(µµµ) ∈ R1,Np

) ≤ β.

Proof. Let X̄n = µµµ + Σ1/2Z̄n. From the assumption (A1) we have
∆(X̄n) ≈ ∆(µµµ)+DΣ1/2Z̄n where D = ((dij))p×p with dij = (∂∆i/∂xj)(ξξξn)
in which ξξξn is on the line segment from µµµ to µµµ +Σ1/2Z̄n. For x,y ∈ Rp,
considering that x < y means as xi < yi for all i(1 ≤ i ≤ p), where
xi and yi are i-th components of x and y respectively, then for any
0 < r < 1

P (µµµ ∈ R1,n) = P
{
µµµ ≥ X̄n − r∆(X̄n)

}

= P
{

(I − rD)(Σ1/2/σ(p))Z̄n ≤ r∆(µµµ)/σ(p)

}

and
1−P (µµµ−∆(µµµ) ∈ R1,n)

= P
{
µµµ−∆(µµµ) ≤ X̄n − r∆(X̄n)

}

= P
{

(I − rD)(Σ1/2/σ(p))Z̄n ≥ −(1− r)∆(µµµ)/σ(p)

}
.

Put

(2.6) M = (I − rD)Σ1/2σ(p) = (mij)p×p.

Then mij is bounded for all 1 ≤ i, j ≤ p. Since Z̄n → 0 a.s. uniformly in
µµµ as n →∞ and M is bounded, for any given ε > 0, there exists b1 > 0
and b2 > 0 such that both

(2.7) Pθ(M Z̄n ≤ b11, n = 1, 2, · · · ) > 1− α

and

(2.8) Pθ(M Z̄n ≥ −b21, n = 1, 2, · · · ) > 1− β,

where 1 = (1, 1, · · · , 1)′ ∈ Rp. Thus no matter what Np is the stopping
time we have

(2.9) Pθ(M Z̄Np ≤ b11) > 1− α

and

(2.10) Pθ(M Z̄Np ≥ −b21) > 1− β.
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From Lemma 2.1 we known that MN
1/2
p Z̄Np is stochastically bounded

as a → ∞ if σ(p) ≥ ε∆(µµµ). Since N
1/2
p ∆(µµµ)/σ(p) → ∞ a.s. as a → ∞

if σ(p) ≥ ε∆∗(µµµ), taking b1 = r/ε and b2 = (1 − r)/ε, the proof is
complete.

Now we consider the confidence region as following; for 0 < r < 1

(2.11) R2,n =
{
µµµ ∈ Rp : µi + ∆i(µµµ) ≤ X̄in + r∆i(X̄n), i = 1, · · · , p

}
,

where X̄in and µi are i-th components of X̄n and µµµ respectively.
An argument similar to that employed in the proof of Theorem 2.2

yields the multivariate version Wijsman’s requirements.

Corollary 2.3. Under the assumption in Theorem 2.2 we have that
for all µµµ

(2.12) P
(
µµµ ∈ R2,Np

) ≥ 1− α

and

(2.13) P
(
µµµ + ∆(µµµ) ∈ R2,Np

) ≤ β.

Finally, letting Rc,n = R1,n ∩R2,n, we have the confidence interval
of the two sided

(2.14) Rc,n =
{
µµµ ∈ Rp :

∣∣X̄in − µi

∣∣ + ∆i(µµµ) ≤ r∆i(X̄n) (1 ≤ i ≤ p)
}

,

where X̄in and µi are i-th components of X̄ and µµµ respectively. In the
choice of a, taking tα,n−1 by tα/2,n−1, the corollary follows immediately
from Theorem 2.2 and Corollary 2.3.

Corollary 2.4. Under the assumption in Theorem 2.2 we have that
for all µµµ

(2.15) P
(
µµµ ∈ Rc,Np

) ≥ 1− α

and

(2.16) P
{
µµµ−∆(µµµ)

(
IR1,Np

(µµµ)− IR2,Np
(µµµ)

)
∈ Rc,Np

}
≤ β

where IA(·) is the indicator function.
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