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#### Abstract

In this paper, using the time scale calculus theory, we first discuss the permanence of a $n$-species competition system with feedback control on time scales. Based on the permanence result, by the Lyapunov functional method, we establish sufficient conditions for the existence and uniformly asymptotical stability of almost periodic solutions of the considered model. The results of this paper is completely new. An example is employed to show the feasibility of our main result.
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## 1. Introduction

The traditional Lotka-Volterra competitive system is a rudimentary model on mathematical ecology which can be expressed as follows:

$$
\begin{equation*}
x(t)=x_{i}(t)\left[r_{i}(t)-\sum_{i=1}^{n} a_{i j}(t) x_{j}(t)\right], i=1, \ldots, n . \tag{1.1}
\end{equation*}
$$

Many excellent results concerned with the permanence, extinction and global attractivity of periodic solutions or almost periodic solutions of system (1.1) were obtained. In a Lotka-Volterra model, the per capita rate of change of the density of each species is a linear function of densities of the interacting species. However, the growth rate of some competitive species does not correspond with that of the Lotka-Volterra model.

Moreover, as we know, ecosystems in the real world are often disturbed by unpredictable forces which can result in changes in biological parameters such

[^0]as survival rates. Of particular interest in ecology is the question of whether or not an ecosystem can withstand those unpredictable disturbances which persist for a finite period of time. In the language of control, we call the disturbance functions as control variables. For more discussion on this direction, we refer to [1-6].

Considering the above Xia et al.[7] studied the following $n$-species competitive system with feedback controls:

$$
\left\{\begin{array}{l}
\dot{y}_{i}(t)=y_{i}(t)\left[b_{i}(t)-\sum_{j=1}^{n} a_{i j}(t) y_{j}(t)-\sum_{j=1, j \neq i}^{n} c_{i j}(t) y_{i}(t) y_{j}(t)-d_{i}(t) u_{i}(t)\right]  \tag{1.2}\\
\dot{u}_{i}(t)=r_{i}(t)-e_{i}(t) u_{i}(t)+f_{i}(t) y_{i}(t), i=1,2, \ldots, n
\end{array}\right.
$$

where $y_{i}(t)(i=1, \ldots, n)$ are the density of competitive species, $u_{i}(t)(i=$ $1, \ldots, n)$ are the control variables. They obtained some sufficient conditions for the existence of a unique almost periodic solution of system (1.2) by using the comparison theorem and constructing suitable Lyapunov function.

However, many authors have argued that the discrete time models governed by difference equations are more appropriate than the continuous ones when the populations have nonoverlapping generations $[8,9]$. Discrete time models can also provide efficient computational models of continuous models for numerical simulations. Therefore, lots have been done on discrete Lotka-Volterra systems, we refer to [10-15].

As a discrete analogues of system (1.2), Liao et al.[15] considered the following discrete $n$-species competition system with feedback controls

$$
\left\{\begin{align*}
y_{i}(t+1)= & y_{i}(t) \exp \left\{b_{i}(t)-\sum_{j=1}^{n} a_{i j}(t) y_{j}(t)\right.  \tag{1.3}\\
& \left.-\sum_{j=1, j \neq i}^{n} c_{i j}(t) y_{i}(t) y_{j}(t)-d_{i}(t) u_{i}(t)\right\} \\
\Delta u_{i}(t)= & r_{i}(t)-e_{i}(t) u_{i}(t)+f_{i}(t) y_{i}(t), i=1,2, \ldots, n
\end{align*}\right.
$$

where $\Delta$ is the first-order forward difference operator, that is, $\Delta u_{i}(k)=u_{i}(k+$ $1)-u_{i}(k), e_{i}(\cdot): \mathbb{Z}^{+} \rightarrow(0,1) ; r_{i}(\cdot), d_{i}(\cdot), b_{i}(\cdot), a_{i j}(\cdot), c_{i j}(\cdot)$ and $f_{i}(\cdot): \mathbb{Z}^{+} \rightarrow \mathbb{R}^{+}$ are bounded sequences. They indicated that system (1.3) reflected the effect of toxic substances and age structures simultaneously and investigated the permanence and global stability of system (1.3).

In fact, both continuous and discrete systems are very important in implementing and applications. But it is troublesome to study the dynamics behavior for continuous and discrete systems, respectively. Therefore, it is meaningful to study that on time scales which can unify the continuous and discrete situations.

Motivated by the above, in this paper, we are concerned with the following $n$-species competition system with feedback controls on time scales:

$$
\left\{\begin{align*}
x_{i}^{\Delta}(t)= & b_{i}(t)-\sum_{j=1}^{n} a_{i j}(t) \exp \left\{x_{j}(t)\right\}  \tag{1.4}\\
& -\sum_{j=1, j \neq i}^{n} c_{i j}(t) \exp \left\{x_{i}(t)+x_{j}(t)\right\}-d_{i}(t) u_{i}(t) \\
u_{i}^{\Delta}(t)= & r_{i}(t)-e_{i}(t) u_{i}(t)+f_{i}(t) \exp \left\{x_{i}(t)\right\}, i=1,2, \ldots, n
\end{align*}\right.
$$

where $u_{i}(t)$ is the control variables of species $x_{i}, b_{i}(t), a_{i j}(t), c_{i j}(t), d_{i}(t), e_{i}(t), f_{i}(t)$ and $r_{i}(t)$ are nonnegative almost periodic functions, and $e_{i}(\cdot): \mathbb{T} \rightarrow(0,1)$, $i, j=1,2, \ldots, n$.

Remark 1.1. Let $y_{i}(t)=\exp \left\{x_{i}(t)\right\}, i=1,2, \ldots, n$. If $\mathbb{T}=\mathbb{R}$, then (1.4) is reduced to (1.2) and If $\mathbb{T}=\mathbb{Z}$, then (1.4) is reduced to (1.3).

Our main purpose of this paper is to discuss the permanence of (1.4) and based on the permanence result, to establish sufficient conditions for the existence and uniformly asymptotical stability of almost periodic solutions of (1.4).

For an almost periodic function $f: \mathbb{T} \rightarrow \mathbb{R}$, we denote $f^{M}=\sup _{t \in \mathbb{T}} f(t), f^{m}=$ $\inf _{t \in \mathbb{T}} f(t)$. Throughout this paper, we assume that
$\left(\mathrm{H}_{1}\right) a_{i i}^{m}>0$ and $e_{i}^{m}>0, i, j=1,2, \ldots, n$.
The organization of the rest of this paper is as follows: In Section 2, we introduce some notations and definitions and state some preliminary results which are needed in later sections. In Section 3, we establish some sufficient conditions for the permanence of (1.4). In Section 4, we establish some sufficient conditions for the existence of a unique almost periodic solution of (1.4). In Section 5 , we give an example to illustrate the feasibility of our results obtained in previous sections.

## 2. Main results

In this section, we introduce some definitions and state some preliminary results.

Definition 2.1 ([16]). Let $\mathbb{T}$ be a nonempty closed subset (time scale) of $\mathbb{R}$. For any subset $\mathbf{I}$ of $\mathbb{R}$, we denote $\mathbf{I}_{\mathbb{T}}=\mathbf{I} \cap \mathbb{T}$. The forward and backward jump operators $\sigma, \rho: \mathbb{T} \rightarrow \mathbb{T}$ and the graininess $\mu: \mathbb{T} \rightarrow \mathbb{R}_{+}$are defined, respectively, by

$$
\sigma(t)=\inf \{s \in \mathbb{T}: s>t\}, \quad \rho(t)=\sup \{s \in \mathbb{T}: s<t\} \text { and } \mu(t)=\sigma(t)-t .
$$

Lemma 2.1 ([16]). The following holds:
(i) $\left(\nu_{1} f+\nu_{2} g\right)^{\Delta}=\nu_{1} f^{\Delta}+\nu_{2} g^{\Delta}$, for any constants $\nu_{1}, \nu_{2}$;
(ii) $(f g)^{\Delta}=(t)=f^{\Delta}(t) g(t)+f(\sigma(t)) g^{\Delta}(t)=f(t) g^{\Delta}(t)+f^{\Delta}(t) g(\sigma(t))$;
(iii) if $f^{\Delta} \geq 0$, then $f$ is nondecreasing.

Definition 2.2 ([16]). A function $f: \mathbb{T} \rightarrow \mathbb{R}$ is positively regressive if $1+$ $\mu(t) f(t)>0$ for all $t \in \mathbb{T}$.

Denote $\mathcal{R}^{+}$is the set of positively regressive functions from $\mathbb{T}$ to $\mathbb{R}$.
Lemma 2.2 ([16]). Suppose that $p \in \mathcal{R}^{+}$, then
(i) $e_{p}(t, s)>0$, for all $t, s \in \mathbb{T}$;
(ii) if $p(t) \leq q(t)$ for all $t \geq s, t, s \in \mathbb{T}$, then $e_{p}(t, s) \leq e_{q}(t, s)$ for all $t \geq s$.

Definition 2.3 ([17]). A time scale $\mathbb{T}$ is called an almost periodic time scale if

$$
\Pi:=\{\tau \in \mathbb{R}: t+\tau \in \mathbb{T}, \forall t \in \mathbb{T}\} \neq\{0\}
$$

Throughout this paper, we restrict our discussion on almost periodic time scales.

Definition 2.4 ([17]). Let $\mathbb{T}$ be an almost periodic time scale. A function $f: \mathbb{T} \rightarrow \mathbb{R}^{n}$ is said to be almost periodic on $\mathbb{T}$, if for any $\varepsilon>0$, the set

$$
E(\varepsilon, f)=\{\tau \in \Pi:|f(t+\tau)-f(t)|<\varepsilon, \forall t \in \mathbb{T}\}
$$

is relatively dense in $\mathbb{T}$, that is, for any $\varepsilon>0$, there exists a constant $l(\varepsilon)>0$ such that each interval of length $l(\varepsilon)$ contains at least one $\tau \in E(\varepsilon, f)$ such that

$$
|f(t+\tau)-f(t)|<\varepsilon, \forall t \in \mathbb{T}
$$

The set $E(\varepsilon, f)$ is called the $\varepsilon$-translation set of $f(t), \tau$ is called the $\varepsilon$-translation number of $f(t)$, and $l(\varepsilon)$ is called the inclusion of $E(\varepsilon, f)$.
Lemma 2.3 ([17]). If $f \in C(\mathbb{T}, \mathbb{R})$ is an almost periodic function, then $f$ is bounded on $\mathbb{T}$.

Lemma 2.4 ([17]). If $f, g \in C(\mathbb{T}, \mathbb{R})$ are almost periodic functions, then $f+g, f g$ are also almost periodic.
Definition 2.5. System (1.4) is said to be permanent if for any solution $(x(t), u(t))$ of (1.4), there exist positive constants $m_{1}, m_{2}, M_{1}, M_{2}$ such that

$$
m_{1} \leq \liminf _{t \rightarrow \infty} x(t) \leq \limsup _{t \rightarrow \infty} x(t) \leq M_{1}, m_{2} \leq \liminf _{t \rightarrow \infty} u(t) \leq \limsup _{t \rightarrow \infty} u(t) \leq M_{2}
$$

Lemma 2.5 ([18]). Let $-a \in \mathcal{R}^{+}$.
(i) If $x^{\Delta}(t) \leq b-a x(t)$, then for $t>t_{0}$

$$
x(t) \leq x\left(t_{0}\right) e_{(-a)}\left(t, t_{0}\right)+\frac{b}{a}\left(1-e_{(-a)}\left(t, t_{0}\right)\right) .
$$

In particular, if $a>0, b>0$, we have $\limsup _{t \rightarrow+\infty} x(t) \leq \frac{b}{a}$.
(ii) If $x^{\Delta}(t) \geq b-a x(t)$, then for $t>t_{0}$

$$
x(t) \geq x\left(t_{0}\right) e_{(-a)}\left(t, t_{0}\right)+\frac{b}{a}\left(1-e_{(-a)}\left(t, t_{0}\right)\right) .
$$

In particular, if $a>0, b>0$, we have $\liminf _{t \rightarrow+\infty} x(t) \geq \frac{b}{a}$.

## 3. Permanence of solutions

In this section, we will state and prove the sufficient conditions for the permanence of (1.4).

Theorem 3.1. Assume that $\left(H_{1}\right)$ holds. Then every solution $(X(t), U(t))$ of system (1.4) satisfies

$$
\lim \sup _{t \rightarrow+\infty} x_{i}(t) \leq x_{i}^{*}, \lim \sup _{t \rightarrow+\infty} u_{i}(t) \leq u_{i}^{*}
$$

where

$$
x_{i}^{*}=\frac{b_{i}^{M}-a_{i i}^{m}}{a_{i i}^{m}}, \quad u_{i}^{*}=\frac{r_{i}^{M}+f_{i}^{M} \exp \left\{x_{i}^{*}\right\}}{e_{i}^{m}}, i=1,2, \ldots, n .
$$

Proof. From the first equation of (1.4), we have

$$
\begin{aligned}
x_{i}^{\Delta}(t) & \leq b_{i}(t)-a_{i i}(t) \exp \left\{x_{i}(t)\right\} \\
& \leq b_{i}(t)-a_{i i}(t)\left(x_{i}(t)+1\right) \\
& \leq b_{i}^{M}-a_{i i}^{m}-a_{i i}^{m} x_{i}(t), i=1,2, \ldots, n .
\end{aligned}
$$

It follows from Lemma 2.5 that $\lim \sup _{t \rightarrow+\infty} x_{i}(t) \leq x_{i}^{*}, i=1,2, \ldots, n$.
Now, for any $\epsilon>0$, there exists a $t_{0} \in \mathbb{T}$ such that $x_{i}(t) \leq x_{i}^{*}+\epsilon$ for all $t \geq t_{0}, i=1,2, \ldots, n$. Then, from the second equation of (1.4), we have

$$
\begin{aligned}
u_{i}^{\Delta}(t) & \leq r_{i}(t)+f_{i}(t) \exp \left\{x_{i}^{*}+\epsilon\right\}-e_{i}(t) u_{i}(t) \\
& \leq r_{i}^{M}+f_{i}^{M} \exp \left\{x_{i}^{*}+\epsilon\right\}-e_{i}^{m} u_{i}(t), i=1,2, \ldots, n .
\end{aligned}
$$

It follows from Lemma 2.5 that $\lim \sup _{t \rightarrow+\infty} u_{i}(t) \leq \frac{r_{i}^{M}+f_{i}^{M} \exp \left\{x_{i}^{*}+\epsilon\right\}}{e_{i}^{m}}, i=1,2, \ldots, n$.
Letting $\epsilon \rightarrow 0$, we get $\lim \sup _{t \rightarrow+\infty} u_{i}(t) \leq u_{i}^{*}, i=1,2, \ldots, n$. The proof is complete.

Theorem 3.2. Assume that $\left(H_{1}\right)$ holds. Assume further that

$$
\left(H_{2}\right) b_{i}^{m}-d_{i}^{M} u_{i}^{*}-\sum_{j=1, j \neq i}^{n} a_{i j}^{M} \exp \left\{x_{j}^{*}\right\}>0, i=1,2, \ldots, n
$$

Then every solution $(X(t), U(t)$ of system (1.4) satisfies

$$
\lim \inf _{t \rightarrow+\infty} x_{i}(t) \geq x_{i *}, \lim \inf _{t \rightarrow+\infty} u_{i}(t) \geq u_{i *}
$$

where

$$
x_{i *}=\ln \frac{b_{i}^{m}-d_{i}^{M} u_{i}^{*}-\sum_{j=1, j \neq i}^{n} a_{i j}^{M} \exp \left\{x_{j}^{*}\right\}}{a_{i i}^{M}+\sum_{j=1, j \neq i}^{n} c_{i j}^{M} \exp \left\{x_{j}^{*}\right\}}, u_{i *}=\frac{r_{i}^{m}+f_{i}^{m} \exp \left\{x_{i *}\right\}}{e_{i}^{M}}, i=1,2, \ldots, n .
$$

Proof. For any $\epsilon>0$, according to Theorem 3.1, there exists a $t_{1} \in \mathbb{T}$ such that $x_{i}(t) \leq x_{i}^{*}+\epsilon, u_{i}(t) \leq u_{i}^{*}+\epsilon$ for all $t \geq t_{1}, i=1,2, \ldots, n$. Then for $t \geq t_{1}$, from the first equation of (1.4), we have

$$
\begin{aligned}
x_{i}^{\Delta}(t) \geq & b_{i}(t)-d_{i}(t)\left(u_{i}^{*}+\epsilon\right)-\sum_{j=1, j \neq i}^{n} a_{i j}(t) \exp \left\{x_{j}^{*}+\epsilon\right\} \\
& -\left(a_{i i}(t)+\sum_{j=1, j \neq i}^{n} c_{i j}(t) \exp \left\{x_{j}^{*}+\epsilon\right\}\right) \exp \left\{x_{i}(t)\right\} \\
\geq & b_{i}^{m}-d_{i}^{M}\left(u_{i}^{*}+\epsilon\right)-\sum_{j=1, j \neq i}^{n} a_{i j}^{M} \exp \left\{x_{j}^{*}+\epsilon\right\} \\
& -\left(a_{i i}^{M}+\sum_{j=1, j \neq i}^{n} c_{i j}^{M} \exp \left\{x_{j}^{*}+\epsilon\right\}\right) \exp \left\{x_{i}(t)\right\}, i=1,2, \ldots, n .
\end{aligned}
$$

We claim that for $t \geq t_{1}, i=1,2, \ldots, n$,

$$
\begin{align*}
& b_{i}^{m}-d_{i}^{M}\left(u_{i}^{*}+\epsilon\right)-\sum_{j=1, j \neq i}^{n} a_{i j}^{M} \exp \left\{x_{j}^{*}+\epsilon\right\} \\
& -\left(a_{i i}^{M}+\sum_{j=1, j \neq i}^{n} c_{i j}^{M} \exp \left\{x_{j}^{*}+\epsilon\right\}\right) \exp \left\{x_{i}(t)\right\} \leq 0 \tag{3.5}
\end{align*}
$$

Otherwise, assume that there exists $\tilde{t} \geq t_{1}, i_{0} \in\{1,2, \ldots, n\}$ such that

$$
\begin{aligned}
& b_{i_{0}}^{m}-d_{i_{0}}^{M}\left(u_{i_{0}}^{*}+\epsilon\right)-\sum_{j=1, j \neq i_{0}}^{n} a_{i_{0} j}^{M} \exp \left\{x_{j}^{*}+\epsilon\right\} \\
& -\left(a_{i_{0} i_{0}}^{M}+\sum_{j=1, j \neq i_{0}}^{n} c_{i_{0} j}^{M} \exp \left\{x_{j}^{*}+\epsilon\right\}\right) \exp \left\{x_{i_{0}}(\tilde{t})\right\}>0
\end{aligned}
$$

and for any $t \in\left[t_{1}, \tilde{t}\right)_{\mathbb{T}}$,

$$
\begin{aligned}
& b_{i_{0}}^{m}-d_{i_{0}}^{M}\left(u_{i_{0}}^{*}+\epsilon\right)-\sum_{j=1, j \neq i_{0}}^{n} a_{i_{0} j}^{M} \exp \left\{x_{j}^{*}+\epsilon\right\} \\
& -\left(a_{i_{0} i_{0}}^{M}+\sum_{j=1, j \neq i_{0}}^{n} c_{i_{0} j}^{M} \exp \left\{x_{j}^{*}+\epsilon\right\}\right) \exp \left\{x_{i_{0}}(t)\right\} \leq 0 .
\end{aligned}
$$

Hence

$$
x_{i_{0}}(\tilde{t})<\ln \frac{b_{i_{0}}^{m}-d_{i_{0}}^{M}\left(u_{i_{0}}^{*}+\epsilon\right)-\sum_{j=1, j \neq i_{0}}^{n} a_{i_{0} j}^{M} \exp \left\{x_{j}^{*}+\epsilon\right\}}{a_{i_{0} i_{0}}^{M}+\sum_{j=1, j \neq i_{0}}^{n} c_{i_{0} j}^{M} \exp \left\{x_{j}^{*}+\epsilon\right\}}, i_{0} \in\{1,2, \ldots, n\}
$$

and for any $t \in\left[t_{1}, \tilde{t}\right)_{\mathbb{T}}$,
$x_{i_{0}}(t) \geq \ln \frac{b_{i_{0}}^{m}-d_{i_{0}}^{M}\left(u_{i_{0}}^{*}+\epsilon\right)-\sum_{j=1, j \neq i_{0}}^{n} a_{i_{0} j}^{M} \exp \left\{x_{j}^{*}+\epsilon\right\}}{a_{i_{0} i_{0}}^{M}+\sum_{j=1, j \neq i_{0}}^{n} c_{i_{0} j}^{M} \exp \left\{x_{j}^{*}+\epsilon\right\}}, i_{0} \in\{1,2, \ldots, n\}$,
which imply $x_{i 0}^{\Delta}(\tilde{t})<0, i_{0} \in\{1,2, \ldots, n\}$. It is a contraction. Therefore, (3.5) holds, for $t \geq t_{1}$. Consequently, for $t \geq t_{1}, i=1,2, \ldots, n$,

$$
\begin{equation*}
x_{i}(t) \geq \ln \frac{b_{i}^{m}-d_{i}^{M}\left(u_{i}^{*}+\epsilon\right)-\sum_{j=1, j \neq i}^{n} a_{i j}^{M} \exp \left\{x_{j}^{*}+\epsilon\right\}}{a_{i i}^{M}+\sum_{j=1, j \neq i}^{n} c_{i j}^{M} \exp \left\{x_{j}^{*}+\epsilon\right\}} \tag{3.6}
\end{equation*}
$$

then
$\lim \inf _{t \rightarrow+\infty} x_{i}(t) \geq \ln \frac{b_{i}^{m}-d_{i}^{M}\left(u_{i}^{*}+\epsilon\right)-\sum_{j=1, j \neq i}^{n} a_{i j}^{M} \exp \left\{x_{j}^{*}+\epsilon\right\}}{a_{i i}^{M}+\sum_{j=1, j \neq i}^{n} c_{i j}^{M} \exp \left\{x_{j}^{*}+\epsilon\right\}}, i=1,2, \ldots, n$.
Letting $\epsilon \rightarrow 0$, we get $\lim \inf _{t \rightarrow+\infty} x_{i}(t) \geq x_{i *}, i=1,2, \ldots, n$. Now, for any small enough $\eta>0$, there exists a $t_{2} \in \mathbb{T}$ such that $x_{i}(t) \geq x_{i *}-\eta$ for all $t \geq t_{2}, i=1,2, \ldots, n$. From the second equation of system (1.4), we have

$$
\begin{aligned}
u_{i}^{\Delta}(t) & \geq r_{i}(t)-e_{i}(t) u_{i}(t)+f_{i}(t) \exp \left\{x_{i *}-\eta\right\} \\
& \geq r_{i}^{m}-e_{i}^{M} u_{i}(t)+f_{i}^{m} \exp \left\{x_{i *}-\eta\right\}, i=1,2, \ldots, n
\end{aligned}
$$

It follows from Lemma 2.5 that

$$
\lim _{t \rightarrow+\infty} \inf _{i}(t) \geq \frac{r_{i}^{m}+f_{i}^{m} \exp \left\{x_{i *}-\eta\right\}}{e_{i}^{M}}, i=1,2, \ldots, n
$$

Letting $\eta \rightarrow 0$, we get $\lim _{\inf _{t \rightarrow+\infty}} u_{i}(t) \geq u_{i *}, i=1,2, \ldots, n$. The proof is complete.

From Theorem 3.1 and Theorem 3.2 it follows that
Theorem 3.3. Assume $\left(H_{1}\right)$ and $\left(H_{2}\right)$ hold. Then system (1.4) is permanent.

## 4. Existence of almost periodic solutions

In this section, we will study the existence of almost periodic solutions of (1.4). Consider the following equation

$$
\begin{equation*}
x^{\Delta}(t)=f(t, x), t \in \mathbb{T}^{+} \tag{4.7}
\end{equation*}
$$

where $f: \mathbb{T} \times \mathbb{S}_{B} \rightarrow \mathbb{R}, \mathbb{S}_{B}=\left\{x \in \mathbb{R}:\|x\|_{0}<B\right\},\|x\|_{0}=\sup _{t \in \mathbb{T}}|x(t)|, f(t, x)$ is almost periodic in $t$ uniformly for $x \in \mathbb{S}_{B}$ and is continuous in $x$. To find the solution of (4.1), we consider the product system of (4.1) as follows

$$
x^{\Delta}(t)=f(t, x), y^{\Delta}(t)=f(t, y) .
$$

Lemma 4.1 ([18]). Suppose that there exists a Lyapunov functional $V(t, x, y)$ defined on $\mathbb{T}^{+} \times \mathbb{S}_{B} \times \mathbb{S}_{B}$ satisfying the following conditions
(i) $a\left(\|x-y\|_{0}\right) \leq V(t, x, y) \leq b\left(\|x-y\|_{0}\right)$, where $a, b \in \kappa, \kappa=\{a \in$ $C\left(\mathbb{R}^{+}, \mathbb{R}^{+}\right): a(0)=0$ and $a$ is increasing $\}$.
(ii) $\left|V(t, x, y)-V\left(t, x_{1}, y_{1}\right)\right| \leq L\left(\left\|x-x_{1}\right\|_{0}+\left\|y-y_{1}\right\|_{0}\right)$, where $L>0$ is a constant.
(iii) $D^{+} V_{(4.1)}^{\Delta}(t, x, y) \leq-c V(t, x, y)$, where $c>0,-c \in \mathcal{R}^{+}$.

Moreover, if there exists a solution $x(t) \in \mathbb{S}$ of (4.1) for $t \in \mathbb{T}^{+}$, where $\mathbb{S} \subset \mathbb{S}_{B}$ is a compact set, then there exists a unique almost periodic solution $p(t) \in \mathbb{S}$ of (4.1), which is uniformly asymptotically stable. In particular, if $f(t, x)$ is periodic in $t$ uniformly for $x \in \mathbb{S}_{B}$, then $p(t)$ is also periodic.

Denote $\Omega=\left\{(x(t), u(t)):(x(t), u(t))\right.$ is the solution of (1.4) and $0<x_{*} \leq$ $\left.x(t) \leq x^{*}, 0<u_{*} \leq u(t) \leq u^{*}\right\}$. It is easy to verify that under the conditions of Theorem 3.3, $\Omega$ is an invariant set of (1.4).

Lemma 4.2. Let $\left(H_{1}\right)$ and $\left(H_{2}\right)$ hold. Then $\Omega \neq \phi$.
Proof. By the almost periodicity of $b_{i}(t), a_{i j}(t), c_{i j}(t), d_{i}(t), e_{i}(t), f_{i}(t)$ and $r_{i}(t), i, j=$ $1,2, \ldots, n$, there exists a sequence $\tau=\left\{\tau_{p}\right\} \subseteq \mathbb{T}$ with $\tau_{p} \rightarrow+\infty$ as $p \rightarrow+\infty$ such that for $i, j=1,2, \ldots, n$,

$$
\begin{aligned}
& b_{i}\left(t+\tau_{p}\right) \rightarrow b_{i}(t), a_{i j}\left(t+\tau_{p}\right) \rightarrow a_{i j}(t), c_{i j}\left(t+\tau_{p}\right) \rightarrow c_{i j}(t), d_{i}\left(t+\tau_{p}\right) \rightarrow d_{i}(t), \\
& e_{i}\left(t+\tau_{p}\right) \rightarrow e_{i}(t), f_{i}\left(t+\tau_{p}\right) \rightarrow f_{i}(t), r_{i}\left(t+\tau_{p}\right) \rightarrow r_{i}(t), \text { as } p \rightarrow+\infty
\end{aligned}
$$

Let $\epsilon$ be an arbitrary small positive number. It follows from Theorem 3.1 and Theorem 3.2 that there exists a $t_{0} \in \mathbb{T}$ such that

$$
x_{i *}-\epsilon \leq x_{i}(t) \leq x_{i}^{*}+\epsilon, u_{i *}-\epsilon \leq u_{i}(t) \leq u_{i}^{*}+\epsilon, \text { for } t \geq t_{0}, i=1,2, \ldots, n .
$$

Write $x_{i p}(t)=x_{i}\left(t+\tau_{p}\right)$ and $u_{i p}(t)=u_{i}\left(t+\tau_{p}\right)$ for $t \geq t_{0}-\tau_{p}, p=1,2, \ldots$ For any positive integer $q$, it is easy to see that there exist sequences $\left\{x_{i p}(t)\right.$ : $p \geq q\}$ and $\left\{u_{i p}(t): p \geq q\right\}$ such that the sequences $\left\{x_{i p}(t)\right\}$ and $\left\{u_{i p}(t)\right\}$ have subsequences, denoted by $\left\{x_{i p}(t)\right\}$ and $\left\{u_{i p}(t)\right\}$ again, converging on any finite interval of $\mathbb{T}$ as $p \rightarrow+\infty$, respectively. Thus we have sequences $\left\{y_{i}(t)\right\}$ and $\left\{v_{i}(t)\right\}$ such that

$$
x_{i p}(t) \rightarrow y_{i}(t), u_{i p}(t) \rightarrow v_{i}(t), \text { for } t \in \mathbb{T}, \text { as } p \rightarrow+\infty, i=1,2, \ldots, n
$$

Combined with
$\left\{\begin{aligned} x_{i p}^{\Delta}(t)= & b_{i}(t+\tau p)-\sum_{j=1}^{n} a_{i j}(t+\tau p) \exp \left\{x_{j p}(t)\right\} \\ & -\sum_{j=1, j \neq i}^{n} c_{i j}(t+\tau p) \exp \left\{x_{i p}(t)+x_{j p}(t)\right\}-d_{i}(t+\tau p) u_{i p}(t), \\ u_{i p}^{\Delta}(t)= & r_{i}(t+\tau p)-e_{i}(t+\tau p) u_{i p}(t)+f_{i}(t+\tau p) \exp \left\{x_{i p}(t)\right\}, i=1,2, \ldots, n,\end{aligned}\right.$
gives

$$
\left\{\begin{aligned}
y_{i}^{\Delta}(t)= & b_{i}(t)-\sum_{j=1}^{n} a_{i j}(t) \exp \left\{y_{j}(t)\right\} \\
& -\sum_{j=1, j \neq i}^{n} c_{i j}(t) \exp \left\{y_{i}(t)+y_{j}(t)\right\}-d_{i}(t) v_{i}(t), \\
v_{i}^{\Delta}(t)= & r_{i}(t)-e_{i}(t) v_{i}(t)+f_{i}(t) \exp \left\{y_{i}(t)\right\}, i=1,2, \ldots, n
\end{aligned}\right.
$$

We can easily see that $(Y(t), V(t))$ is a solution of system (1.4) and $x_{i *}-\epsilon \leq$ $y_{i}(t) \leq x_{i}^{*}+\epsilon, \quad u_{i *}-\epsilon \leq v_{i}(t) \leq u_{i}^{*}+\epsilon$, for $t \in \mathbb{T}, i=1,2, \ldots, n$. Since $\epsilon$ is an arbitrary small positive number, it follows that $x_{i *} \leq y_{i}(t) \leq x_{i}^{*}, u_{i *} \leq v_{i}(t) \leq u_{i}^{*}$ for $t \in \mathbb{T}, i=1,2, \ldots, n$.

Theorem 4.3. Assume that $\left(\mathrm{H}_{1}\right)$ and $\left(\mathrm{H}_{2}\right)$ hold. Suppose further that
$\left(H_{3}\right) \Theta>0$ and $-\Theta \in \mathcal{R}^{+}$, where $\Theta=\min _{1 \leq i \leq n}\left\{B_{i}-\mu D_{i}, E_{i}-\mu F_{i}\right\}$, for $i=1,2, \ldots, n$,
$B_{i}=2 e_{i}^{m}-f_{i}^{M} \exp \left\{x_{i}^{*}\right\}-d_{i}^{M 2}, D_{i}=e_{i}^{M 2}+3 d_{i}^{M 2}, \mu=\sup _{t \in \mathbb{T}}\{\mu(t)\}$,
$E_{i}=2 a_{i i}^{m} \exp \left\{x_{i *}\right\}-f_{i}^{M} \exp \left\{x_{i}^{*}\right\}-3$
$-4 \sum_{j=1, j \neq i}^{n}\left(a_{i j}^{M 2}+c_{i j}^{M 2}\right) \exp \left\{2 x_{i}^{*}+2 x_{j}^{*}\right\}$,
$F_{i}=6 a_{i i}^{M 2} \exp \left\{2 x_{i}^{*}\right\}+f_{i}^{M 2} \exp \left\{2 x_{i}^{*}\right\}$
$+24 \sum_{j=1, j \neq i}^{n}\left(a_{i j}^{M 2}+c_{i j}^{M 2}\right) \exp \left\{2 x_{i}^{*}+2 x_{j}^{*}\right\}$.
Then there exists a unique uniformly asymptotically stable almost periodic solution $(X(t), U(t))$ of system (1.4), and $(X(t), U(t)) \in \Omega$.

Proof. From Lemma 4.2, there exists $(X(t), U(t))$ such that $x_{i *} \leq x_{i}(t) \leq$ $x_{i}^{*}, u_{i *} \leq u_{i}(t) \leq u_{i}^{*}$ for $t \in \mathbb{T}, i=1,2, \ldots, n$. Hence, $\left|x_{i}(t)\right|<A_{i},\left|u_{i}(t)\right|<B_{i}$, where $A_{i}=\max \left\{\left|x_{i *}\right|,\left|x_{i}^{*}\right|\right\}, B_{i}=\max \left\{\left|u_{i *}\right|,\left|u_{i}^{*}\right|\right\}, i=1,2, \ldots, n$.

Define $\|(X, U)\|=\sup _{t \in \mathbb{T}} \sum_{i=1}^{n}\left|x_{i}(t)\right|+\sup _{t \in \mathbb{T}} \sum_{i=1}^{n}\left|u_{i}(t)\right|,(X, U) \in \mathbb{R}^{2 n}$. Suppose that $X_{1}=(X(t), U(t)), X_{2}=(Y(t), V(t))$ are any two positive solutions of system (1.4), then $\left\|X_{1}\right\| \leq C,\left\|X_{2}\right\| \leq C$, where $C=\sum_{i=1}^{n}\left(A_{i}+B_{i}\right)$. In view of system
(1.4), we have

$$
\left\{\begin{align*}
x_{i}^{\Delta}(t)= & b_{i}(t)-\sum_{j=1}^{n} a_{i j}(t) \exp \left\{x_{j}(t)\right\}  \tag{4.8}\\
& -\sum_{j=1, j \neq i}^{n} c_{i j}(t) \exp \left\{x_{i}(t)+x_{j}(t)\right\}-d_{i}(t) u_{i}(t), \\
u_{i}^{\Delta}(t)= & r_{i}(t)-e_{i}(t) u_{i}(t)+f_{i}(t) \exp \left\{x_{i}(t)\right\} \\
y_{i}^{\Delta}(t)= & b_{i}(t)-\sum_{j=1}^{n} a_{i j}(t) \exp \left\{y_{j}(t)\right\} \\
& -\sum_{j=1, j \neq i}^{n} c_{i j}(t) \exp \left\{y_{i}(t)+y_{j}(t)\right\}-d_{i}(t) v_{i}(t), \\
v_{i}^{\Delta}(t)= & r_{i}(t)-e_{i}(t) v_{i}(t)+f_{i}(t) \exp \left\{y_{i}(t)\right\}, i=1,2, \ldots, n
\end{align*}\right.
$$

Consider the Lyapunov function $V\left(t, X_{1}, X_{2}\right)$ on $\mathbb{T}^{+} \times \Omega \times \Omega$ defined by

$$
V\left(t, X_{1}, X_{2}\right)=\sum_{i=1}^{n}\left(x_{i}(t)-y_{i}(t)\right)^{2}+\sum_{i=1}^{n}\left(u_{i}(t)-v_{i}(t)\right)^{2}
$$

It is easy to see that the norm $\left\|X_{1}-X_{2}\right\|=\sup _{t \in \mathbb{T}} \sum_{i=1}^{n}\left|x_{i}(t)-y_{i}(t)\right|+\sup _{t \in \mathbb{T}} \sum_{i=1}^{n} \mid u_{i}(t)-$ $v_{i}(t) \mid$ and the norm $\left\|X_{1}-X_{2}\right\|_{*}=\sup _{t \in \mathbb{T}}\left[\sum_{i=1}^{n}\left(x_{i}(t)-y_{i}(t)\right)^{2}+\left(u_{i}(t)-v_{i}(t)\right)^{2}\right]^{\frac{1}{2}}$ are equivalent, that is, there exist two constants $C_{1}>0, C_{2}>0$ such that $C_{1}\left\|X_{1}-X_{2}\right\| \leq\left\|X_{1}-X_{2}\right\|_{*} \leq C_{2}\left\|X_{1}-X_{2}\right\|$. Hence, $\left(C_{1}\left\|X_{1}-X_{2}\right\|\right)^{2} \leq$ $V\left(t, X_{1}, X_{2}\right) \leq\left(C_{2}\left\|X_{1}-X_{2}\right\|\right)^{2}$. Let $a, b \in C\left(\mathbb{R}^{+}, \mathbb{R}^{+}\right), a(x)=C_{1}^{2} x^{2}, b(x)=$ $C_{2}^{2} x^{2}$, so the condition (i) of Lemma 4.1 is satisfied. Besides,

$$
\begin{aligned}
& \left|V\left(t, X_{1}, X_{2}\right)-V\left(t, X_{1}^{*}, V_{2}^{*}\right)\right| \\
= & \left|\sum_{i=1}^{n}\left[\left(x_{i}(t)-y_{i}(t)\right)^{2}+\left(u_{i}(t)-v_{i}(t)\right)^{2}\right]-\sum_{i=1}^{n}\left[\left(x_{i}^{*}(t)-y_{i}^{*}(t)\right)^{2}+\left(u_{i}^{*}(t)-v_{i}^{*}(t)\right)^{2}\right]\right| \\
\leq & \left|\sum_{i=1}^{n}\left[\left(x_{i}(t)-y_{i}(t)\right)^{2}-\left(x_{i}^{*}(t)-y_{i}^{*}(t)\right)^{2}\right]\right|+\left|\sum_{i=1}^{n}\left[\left(u_{i}(t)-v_{i}(t)\right)^{2}-\left(u_{i}^{*}(t)-v_{i}^{*}(t)\right)^{2}\right]\right| \\
\leq & \sum_{i=1}^{n}\left|\left(x_{i}(t)-y_{i}(t)\right)-\left(x_{i}^{*}(t)-y_{i}^{*}(t)\right)\right|\left|\left(x_{i}(t)-y_{i}(t)\right)+\left(x_{i}^{*}(t)-y_{i}^{*}(t)\right)\right| \\
& +\sum_{i=1}^{n}\left|\left(u_{i}(t)-v_{i}(t)\right)-\left(u_{i}^{*}(t)-v_{i}^{*}(t)\right)\right|\left|\left(u_{i}(t)-v_{i}(t)\right)+\left(u_{i}^{*}(t)-v_{i}^{*}(t)\right)\right| \\
\leq & \sum_{i=1}^{n}\left|\left(x_{i}(t)-y_{i}(t)\right)-\left(x_{i}^{*}(t)-y_{i}^{*}(t)\right)\right|\left(\left|x_{i}(t)\right|+\left|y_{i}(t)\right|+\left|x_{i}^{*}(t)\right|+\left|y_{i}^{*}(t)\right|\right) \\
& +\sum_{i=1}^{n}\left|\left(u_{i}(t)-v_{i}(t)\right)-\left(u_{i}^{*}(t)-v_{i}^{*}(t)\right)\right|\left(\left|u_{i}(t)\right|+\left|v_{i}(t)\right|+\left|u_{i}^{*}(t)\right|+\left|v_{i}^{*}(t)\right|\right) \\
\leq & L \sum_{i=1}^{n}\left\{\left|x_{i}(t)-x_{i}^{*}(t)\right|+\left|u_{i}(t)-u_{i}^{*}(t)\right|+\left|y_{i}(t)-y_{i}^{*}(t)\right|+\left|v_{i}(t)-v_{i}^{*}(t)\right|\right\} \\
\leq & L\left(\left\|X_{1}-X_{1}^{*}\right\|+\left\|X_{2}-X_{2}^{*}\right\|\right),
\end{aligned}
$$

where $\left(X_{1}^{*}, X_{2}^{*}\right)=\left(x_{1}^{*}(t), \ldots, x_{n}^{*}(t), u_{1}^{*}(t), \ldots, u_{n}^{*}(t)\right), L=4 \max \left\{A_{i}, B_{i}: i=\right.$ $1,2, \ldots, n\}$. So condition (ii) of Lemma 4.1 is also satisfied. Calculating the right derivative $D^{+} V^{\Delta}$ of $V$ along the solution of (4.8)

$$
\begin{aligned}
& D^{+} V^{\Delta}\left(t, X_{1}, X_{2}\right) \\
= & \sum_{i=1}^{n}\left[2\left(x_{i}(t)-y_{i}(t)\right)+\mu(t)\left(x_{i}(t)-y_{i}(t)\right)^{\Delta}\right]\left(x_{i}(t)-y_{i}(t)\right)^{\Delta} \\
& +\sum_{i=1}^{n}\left[2\left(u_{i}(t)-v_{i}(t)\right)+\mu(t)\left(u_{i}(t)-v_{i}(t)\right)^{\Delta}\right]\left(u_{i}(t)-v_{i}(t)\right)^{\Delta} \\
= & V_{1}+V_{2},
\end{aligned}
$$

where

$$
\begin{aligned}
V_{1} & =\sum_{i=1}^{n}\left[2\left(x_{i}(t)-y_{i}(t)\right)+\mu(t)\left(x_{i}(t)-y_{i}(t)\right)^{\Delta}\right]\left(x_{i}(t)-y_{i}(t)\right)^{\Delta} \\
V_{2} & =\sum_{i=1}^{n}\left[2\left(u_{i}(t)-v_{i}(t)\right)+\mu(t)\left(u_{i}(t)-v_{i}(t)\right)^{\Delta}\right]\left(u_{i}(t)-v_{i}(t)\right)^{\Delta}
\end{aligned}
$$

In view of system (4.8), we have for $i=1,2, \ldots, n$,

$$
\left\{\begin{align*}
\left(x_{i}(t)-y_{i}(t)\right)^{\Delta}= & -\sum_{j=1}^{n} a_{i j}(t)\left(\exp \left\{x_{j}(t)\right\}-\exp \left\{y_{j}(t)\right\}\right)  \tag{4.9}\\
& -\sum_{j=1, j \neq i}^{n} c_{i j}(t)\left(\exp \left\{x_{i}(t)+x_{j}(t)\right\}\right. \\
& \left.-\exp \left\{y_{i}(t)+y_{j}(t)\right\}\right)-d_{i}(t)\left(u_{i}(t)-v_{i}(t)\right) \\
\left(u_{i}(t)-v_{i}(t)\right)^{\Delta}= & -e_{i}(t)\left(u_{i}(t)-v_{i}(t)\right)+f_{i}(t)\left(\exp \left\{x_{i}(t)\right\}-\exp \left\{y_{i}(t)\right\}\right)
\end{align*}\right.
$$

Using the mean value theorem we get

$$
\exp \left\{x_{j}(t)\right\}-\exp \left\{y_{j}(t)\right\}=\exp \left\{\xi_{j}(t)\right\}\left(x_{j}(t)-y_{j}(t)\right)
$$

$\exp \left\{x_{i}(t)+x_{j}(t)\right\}-\exp \left\{y_{i}(t)+y_{j}(t)\right\}=\exp \left\{\eta_{i j}(t)\right\}\left(x_{i}(t)+x_{j}(t)-y_{i}(t)-y_{j}(t)\right)$, where $\xi_{j}(t), \eta_{i j}(t)$ lie between $x_{j}(t)$ and $y_{j}(t), x_{i}(t)+x_{j}(t)$ and $y_{i}(t)+y_{j}(t)$, respectively, $i, j=1,2, \ldots, n$. Then, (4.9) can be written as for $i, j=1,2, \ldots, n$,

$$
\left\{\begin{aligned}
\left(x_{i}(t)-y_{i}(t)\right)^{\Delta}= & -\sum_{j=1}^{n} a_{i j}(t)\left(\exp \left\{\xi_{j}(t)\right\}\left(x_{j}(t)-y_{j}(t)\right)\right) \\
& -\sum_{j=1, j \neq i}^{n} c_{i j}(t)\left(\exp \left\{\eta_{i j}(t)\right\}\left(x_{i}(t)+x_{j}(t)-y_{i}(t)-y_{j}(t)\right)\right) \\
& -d_{i}(t)\left(u_{i}(t)-v_{i}(t)\right), \\
\left(u_{i}(t)-v_{i}(t)\right)^{\Delta}= & -e_{i}(t)\left(u_{i}(t)-v_{i}(t)\right)+f_{i}(t)\left(\exp \left\{\xi_{i}(t)\right\}\left(x_{i}(t)-y_{i}(t)\right)\right)
\end{aligned}\right.
$$

Hence,
$V_{1}=-\sum_{i=1}^{n}\left\{2\left(x_{i}(t)-y_{i}(t)\right)-\mu(t)\left[\sum_{j=1}^{n} a_{i j}(t)\left(\exp \left\{\xi_{j}(t)\right\}\left(x_{j}(t)-y_{j}(t)\right)\right)\right.\right.$

$$
\begin{aligned}
& +\sum_{j=1, j \neq i}^{n} c_{i j}(t)\left(\exp \left\{\eta_{i j}(t)\right\}\left(x_{i}(t)+x_{j}(t)-y_{i}(t)-y_{j}(t)\right)\right) \\
& \left.\left.+d_{i}(t)\left(u_{i}(t)-v_{i}(t)\right)\right]\right\}\left[\sum_{j=1}^{n} a_{i j}(t)\left(\exp \left\{\xi_{j}(t)\right\}\left(x_{j}(t)-y_{j}(t)\right)\right)\right. \\
& +\sum_{j=1, j \neq i}^{n} c_{i j}(t)\left(\exp \left\{\eta_{i j}(t)\right\}\left(x_{i}(t)+x_{j}(t)-y_{i}(t)-y_{j}(t)\right)\right) \\
& \left.+d_{i}(t)\left(u_{i}(t)-v_{i}(t)\right)\right] \\
& =\sum_{i=1}^{n}\left\{-2\left(x_{i}(t)-y_{i}(t)\right) \sum_{j=1}^{n} a_{i j}(t)\left(\exp \left\{\xi_{j}(t)\right\}\left(x_{j}(t)-y_{j}(t)\right)\right)\right. \\
& \quad-2\left(x_{i}(t)-y_{i}(t)\right) d_{i}(t)\left(u_{i}(t)-v_{i}(t)\right) \\
& -2\left(x_{i}(t)-y_{i}(t)\right) \sum_{j=1, j \neq i}^{n} c_{i j}(t)\left(\operatorname { e x p } \{ \eta _ { i j } ( t ) \} \left(x_{i}(t)+x_{j}(t)-y_{i}(t)\right.\right. \\
& \left.\left.\quad-y_{j}(t)\right)\right)+\mu(t)\left[\sum_{j=1}^{n} a_{i j}(t)\left(\exp \left\{\xi_{j}(t)\right\}\left(x_{j}(t)-y_{j}(t)\right)\right)\right]^{2} \\
& +\mu(t)\left[\sum_{j=1, j \neq i}^{n} c_{i j}(t)\left(\exp \left\{\eta_{i j}(t)\right\}\left(x_{i}(t)+x_{j}(t)-y_{i}(t)-y_{j}(t)\right)\right)\right]^{2} \\
& \quad+\mu(t) d_{i}^{2}(t)\left(u_{i}(t)-v_{i}(t)\right)^{2}+2 \mu(t) \sum_{j=1, j \neq i}^{n} c_{i j}(t)\left(\operatorname { e x p } \{ \eta _ { i j } ( t ) \} \left(x_{i}(t)+x_{j}(t)\right.\right. \\
& \leq \sum_{i=1}^{n}\left\{3\left(x_{i}(t)-y_{i}(t)\right)^{2}+(1+6 \mu(t))\right. \\
& \quad \times\left[\sum_{j=1, j \neq i}^{n} a_{i j}(t) \exp \left\{\xi_{j}(t)\right\}\left(x_{j}(t)-y_{j}(t)\right)\right]^{2} \\
& +(1+3 \mu(t)) \times\left[\sum_{j=1, j \neq i}^{n} c_{i j}(t) \exp \left\{\eta_{i j}(t)\right\}\left(x_{i}(t)+x_{j}(t)-y_{i}(t)-y_{j}(t)\right)\right]^{2} \\
& \left.\left.\quad-y_{i}(t)-y_{j}(t)\right)\right) \sum_{j=1}^{n} a_{i j}(t)\left(\exp \left\{\xi_{j}(t)\right\}\left(x_{j}(t)-y_{j}(t)\right)\right) \\
& \\
& +2 \mu(t) \sum_{j=1, j \neq i}^{n} c_{i j}(t)\left(\exp \left\{\eta_{i j}(t)\right\}\left(x_{i}(t)+x_{j}(t)-y_{i}(t)-y_{j}(t)\right)\right) d_{i}(t)\left(u_{i}(t)\right. \\
& \left.\left.\quad-v_{i}(t)\right)+2 \mu(t) \sum_{i j}^{n}(t)\left(\exp \left\{\xi_{j}(t)\right\}\left(x_{j}(t)-y_{j}(t)\right)\right) d_{i}(t)\left(u_{i}(t)-v_{i}(t)\right)\right\}
\end{aligned}
$$

$$
\begin{align*}
& +(1+3 \mu(t)) d_{i}^{2}(t)\left(u_{i}(t)-v_{i}(t)\right)^{2}-2 a_{i i}(t) \exp \left\{\xi_{i}(t)\right\}\left(x_{i}(t)-y_{i}(t)\right)^{2} \\
& \left.+6 \mu(t) a_{i i}^{2}(t) \exp \left\{2 \xi_{i}(t)\right\}\left(x_{i}(t)-y_{i}(t)\right)^{2}\right\} \\
\leq & \sum_{i=1}^{n}\left\{\left[3+6 \mu(t) a_{i i}^{M 2} \exp \left\{2 x_{i}^{*}\right\}-2 a_{i i}^{m} \exp \left\{x_{i *}\right\}\right]\left(x_{i}(t)-y_{i}(t)\right)^{2}\right. \\
& +(1+3 \mu(t)) d_{i}^{M 2}\left(u_{i}(t)-v_{i}(t)\right)^{2}+2(1+6 \mu(t)) \\
& \times \sum_{j=1, j \neq i}^{n} a_{i j}^{M 2} \exp \left\{2 x_{j}^{*}\right\}\left(x_{j}(t)-y_{j}(t)\right)^{2}+(2+6 \mu(t)) \\
& \times\left(\sum_{j=1, j \neq i}^{n} c_{i j}^{M 2} \exp \left\{2 x_{i}^{*}+2 x_{j}^{*}\right\}\left(x_{i}(t)-y_{i}(t)\right)^{2}\right. \\
& \left.\left.+\sum_{j=1, j \neq i}^{n} c_{i j}^{M 2} \exp \left\{2 x_{i}^{*}+2 x_{j}^{*}\right\}\left(x_{j}(t)-y_{j}(t)\right)^{2}\right)\right\} \\
\leq & \sum_{i=1}^{n}\left\{\left[3+6 \mu a_{i i}^{M 2} \exp \left\{2 x_{i}^{*}\right\}-2 a_{i i}^{m} \exp \left\{x_{i *}\right\}\right.\right. \\
& \left.+(2+6 \mu) \sum_{j=1, j \neq i}^{n} c_{i j}^{M 2} \exp \left\{2 x_{i}^{*}+2 x_{j}^{*}\right\}\right]\left(x_{i}(t)-y_{i}(t)\right)^{2} \\
& +(1+3 \mu) d_{i}^{M 2}\left(u_{i}(t)-v_{i}(t)\right)^{2}+(2+12 \mu) \sum_{j=1, j \neq i}^{n}\left(a_{i j}^{M 2}+c_{i j}^{M 2}\right) \\
& \quad+\mu(t) e_{i}^{2}(t)\left(u_{i}(t)-v_{i}(t)\right)^{2}+\mu(t) f_{i}^{2}(t) \exp \left\{2 \xi_{i}(t)\right\}\left(x_{i}(t)-y_{i}(t)\right)^{2} \tag{4.10}
\end{align*}
$$

$$
\begin{align*}
& \left.-2 \mu(t) e_{i}(t) f_{i}(t) \exp \left\{\xi_{i}(t)\right\}\left(u_{i}(t)-v_{i}(t)\right)\left(x_{i}(t)-y_{i}(t)\right)\right\} \\
\leq & \sum_{i=1}^{n}\left\{\left(\mu(t) e_{i}^{2}(t)-2 e_{i}(t)\right)\left(u_{i}(t)-v_{i}(t)\right)^{2}\right. \\
& +\mu(t) f_{i}^{2}(t) \exp \left\{2 \xi_{i}(t)\right\}\left(x_{i}(t)-y_{i}(t)\right)^{2} \\
& \left.+f_{i}(t) \exp \left\{\xi_{i}(t)\right\}\left[\left(u_{i}(t)-v_{i}(t)\right)^{2}+\left(x_{i}(t)-y_{i}(t)\right)^{2}\right]\right\} \\
\leq & \sum_{i=1}^{n}\left\{\left[\mu e_{i}^{M 2}-2 e_{i}^{m}+f_{i}^{M} \exp \left\{x_{i}^{*}\right\}\right]\left(u_{i}(t)-v_{i}(t)\right)^{2}\right. \\
& \left.+\left[\mu f_{i}^{M 2} \exp \left\{2 x_{i}^{*}\right\}+f_{i}^{M} \exp \left\{x_{i}^{*}\right\}\right]\left(x_{i}(t)-y_{i}(t)\right)^{2}\right\} \tag{4.11}
\end{align*}
$$

In view of (4.4) and (4.5), we obtain

$$
\begin{aligned}
& D^{+} V^{\Delta}\left(t, X_{1}, X_{2}\right) \\
= & V_{1}+V_{2} \\
\leq & \sum_{i=1}^{n}\left[\mu e_{i}^{M 2}-2 e_{i}^{m}+f_{i}^{M} \exp \left\{x_{i}^{*}\right\}+(1+3 \mu) d_{i}^{M 2}\right]\left(u_{i}(t)-v_{i}(t)\right)^{2} \\
& +\sum_{i=1}^{n}\left[\mu f_{i}^{M 2} \exp \left\{2 x_{i}^{*}\right\}+f_{i}^{M} \exp \left\{x_{i}^{*}\right\}+3+6 \mu a_{i i}^{M 2} \exp \left\{2 x_{i}^{*}\right\}\right. \\
& -2 a_{i i}^{m} \exp \left\{x_{i *}\right\}+(4+24 \mu) \\
& \left.\times \sum_{j=1, j \neq i}^{n}\left(a_{i j}^{M 2}+c_{i j}^{M 2}\right) \exp \left\{2 x_{i}^{*}+2 x_{j}^{*}\right\}\right]\left(x_{i}(t)-y_{i}(t)\right)^{2} \\
\leq & -\sum_{i=1}^{n}\left[2 e_{i}^{m}-f_{i}^{M} \exp \left\{x_{i}^{*}\right\}-d_{i}^{M 2}-\mu\left(e_{i}^{M 2}+3 d_{i}^{M 2}\right)\right]\left(u_{i}(t)-v_{i}(t)\right)^{2} \\
& -\sum_{i=1}^{n}\left[2 a_{i i}^{m} \exp \left\{x_{i *}\right\}-f_{i}^{M} \exp \left\{x_{i}^{*}\right\}-3\right. \\
& -4 \sum_{j=1, j \neq i}^{n}\left(a_{i j}^{M 2}+c_{i j}^{M 2}\right) \exp \left\{2 x_{i}^{*}+2 x_{j}^{*}\right\}-\mu\left(f_{i}^{M 2} \exp \left\{2 x_{i}^{*}\right\}+6 a_{i i}^{M 2} \exp \left\{2 x_{i}^{*}\right\}\right. \\
& \left.\left.+24 \sum_{j=1, j \neq i}^{n} a_{i j}^{M 2}+c_{i j}^{M 2} \exp \left\{2 x_{i}^{*}+2 x_{j}^{*}\right\}\right)\right] \times\left(x_{i}(t)-y_{i}(t)\right)^{2} \\
= & -\sum_{i=1}^{n}\left(B_{i}-\mu D_{i}\right)\left(u_{i}(t)-v_{i}(t)\right)^{2}-\sum_{i=1}^{n}\left(E_{i}-\mu F_{i}\right)\left(x_{i}(t)-y_{i}(t)\right)^{2} \\
\leq & -\Theta V\left(t, X_{1}, X_{2}\right) .
\end{aligned}
$$

By the condition $\left(H_{3}\right)$, we see that condition (iii) of Lemma 4.1 holds. Hence, according to Lemma 4.1, there exists a unique uniformly asymptotically stable almost periodic solution $(X(t), U(t))$ of system (1.4), and $(X(t), U(t)) \in \Omega$.

## 5. An Example

Example 5.1. Consider the following system:

$$
\left\{\begin{align*}
x_{1}^{\Delta}(t)= & 0.035+0.017 \sin 2 t-0.01 \exp \left\{x_{1}(t)\right\}-0.000002 \exp \left\{x_{2}(t)\right\}  \tag{5.12}\\
& -0.000002 \exp \left\{x_{1}(t)+x_{2}(t)\right\}-0.001(1+\sin \sqrt{2} t) u_{1}(t) \\
x_{2}^{\Delta}(t)= & 0.035+0.017 \cos 2 t-0.01 \exp \left\{x_{2}(t)\right\}-0.000002 \exp \left\{x_{1}(t)\right\} \\
& -0.000002 \exp \left\{x_{1}(t)+x_{2}(t)\right\}-0.001(1+\cos \sqrt{2} t) u_{2}(t) \\
u_{1}^{\Delta}(t)= & 0.007+0.003 \sin 2 t-0.2 u_{1}(t)+0.00125(1+\cos t) \exp \left\{x_{1}(t)\right\}, \\
u_{2}^{\Delta}(t)= & 0.007+0.003 \cos 2 t-0.2 u_{2}(t)+0.00125(1+\sin t) \exp \left\{x_{2}(t)\right\}
\end{align*}\right.
$$

One can calculate that

$$
\begin{aligned}
& x_{1}^{*}=x_{2}^{*}=4.2, u_{1}^{*}=u_{2}^{*}=8.3860, x_{1 *}=x_{2 *}=2.7 \\
& u_{1 *}=u_{2 *}=0.02, B_{1}=B_{2}=0.2333 \\
& D_{1}=D_{2} \approx 0.040012, E_{1}=E_{2} \approx 0.7329, F_{1}=F_{2} \approx 0.2779
\end{aligned}
$$

It is easy to see that, for $\mu \in[0,1]$, system (5.12) satisfies the condition of Theorem 4.1. Therefore, there exists a unique uniformly asymptotically stable almost periodic solution $\left(x_{1}(t), x_{2}(t), u_{1}(t), u_{2}(t)\right)$ of system (5.12).
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