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Abstract 
 

In-network caching is a key component of information-centric networking (ICN) for reducing 

content download time, network traffic, and server workload. Data center network (DCN) is 

an ideal candidate for applying the ICN design principles. In this paper, we have evaluated the 

effectiveness of caching placement and replacement in DCN with butterfly-topology. We also 

suggest a new cache placement policy based on the number of routing nodes (i.e., hop counts) 

through which travels the content. With a probability inversely proportional to the hop counts, 

the caching placement policy makes each routing node to cache content chunks. Simulation 

results lead us to conclude (i) cache placement policy is more effective for cache performance 

than cache replacement, (ii) the suggested cache placement policy has better caching 

performance for butterfly-type DCNs than the traditional caching placement policies such as 

ALWASYS and FIX(P), and (iii) high cache hit ratio does not always imply low average hop 

counts. 
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1. Introduction 

New paradigm of networking architecture called information centric networking (ICN) has 

been extensively investigated in the context of DONA [1], CCN [2], PSIRP [3], and SAIL [4] 

projects with a view to overcome the existing Internet limitations due to mass content 

distribution [5]. Unlike currently used host-to-host addressing, these solutions are based on 

named data object (NDO) that uniquely represent a piece of content such as a Web page, video 

clip, document, and so on. In order to get content over ICN, users just request the content itself 

by using its NDO; they don’t have to know where the content is actually located. It is the ICN 

that automatically recognizes the request and forwards it to real location of the content. 

A distinctive ICN feature is that content can be safely relocated as long as its integrity is 

maintained. Thus, ICN greatly facilitates content replication over physical networks to 

leverage in-network caching, so that any node storing the content can serve the request, not 

just the original server. Effectively, in-network caching that stores the copy near to the client 

helps reducing response time and network traffic among Internet service providers (ISPs). 

Speaking of caching, it became a de facto standard to install a Web proxy server of the 

content delivery network (CDN) at the gateway connecting users to the ISP. If the proxy 

already has the requested content at hand, it immediately responds to the request. Generally, 

Web proxying is comparable to ICN in-network caching. Proxy servers, however, cannot be 

regarded as a part of layered network architecture since their maintenance explicitly involves 

administration overheads. 

In contrast, ICN in-network caches, referred to as on-path caches
1
, are the integral part of 

the network – they keep popular contents with no need of additional administration. 

Furthermore, on-path caching differs from the Web proxying in that each cache has a limited 

amount of storage, typically RAM-based, where packets are stored. This may cause, however, 

content fragmentation: content chunks can become scattered over a few neighboring caches. 

Even in case of a single cache, an individual chunk can be replaced with the chunk from the 

other content due to the limited amount of memory. In addition, a single chunk can be either 

stored in a packet or divided into a series of packets, one or some of which can be lost in 

transmission that further causes chunk fragmentation. Thus, ICN strongly recommends that a 

single chunk were packed into an individual packet to reduce fragmentation as much as 

possible. 

Caching policy determining what to store and what to replace further contributes to the 

effectiveness of the ICN on-path caches. The cache hit rate, i.e. how many requests can be 

served, depends on the policy. Representative caching policies such as LRU and LFU have 

been studied in the view of network traffic for general network topology. However, the 

randomness of the requests from many users makes it difficult to determine which is the best 

solution. 

Recently, instead of trying to find the best caching policy for general ICN, researches on 

caching policy for specific network topology are gaining more interest, since the regularity of 

the network can greatly help improve caching performance. Particularly, data center networks 

(DCN) are a major focus of attention because of big data [6]. Accordingly, this paper aims at 

two goals. First, we have simulated conventional caching policies for DCN with butterfly 

                                                           
1
 The name refers the memories of the routers along the path from the client to the server that are used for 

caching the content requested by the user. 
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topology. Simulation results show the feasibility of one or other policy for DCN. Then, we 

suggest a new caching policy based on hop counts to map content popularity to the regularity 

of butterfly network that improves the hit rate of the cache. The idea is based on the fact that 

the routing path in the butterfly network regularly follows tree topology. Thus, the closer the 

node is to the root, the more users it serves. Accordingly, the closer to the root we put popular 

content, the better will be the cache hit. The drawback of this approach, however, is that the 

response time is increasing. Therefore, our hop count based caching is also designed to 

consider the response time, not just simply putting popular content closer to the root. The 

effectiveness of the hop count based caching with a view of hit or miss rate and response time 

was extensively evaluated through repeated simulations. 

This paper is organized as follows. In Section 2 we briefly discuss traditional caching 

policies and their effectiveness for ICN. In Section 3 we present a hop count based caching 

policy for butterfly network in DCN. Section 4 describes the simulation environments. Section 

5 shows the performance evaluation of different caching policies in butterfly networks and 

their comparison to the suggested method. Finally, Section 6 concludes the paper and outlines 

future works. 

2. Caching Policies 

2.1 Cache Placement Policy 

Cache placement means a decision of whether to store the newly arrived content chunks in the 

cache memory. Originally, cache was introduced to support operating systems and databases. 

For these applications, cache placement policy was not an important design factor in terms of 

perfomance. However, when it comes to networks [7][8], cache placement policy becomes a 

critical design factor. 

The most straightforward cache placement policy is to place every incoming content 

chunks into the cache memory. Hereinafter we refer this as ALWAYS policy. Many caching 

methods use ALWAYS because of its simplicity. However, this approach impedes the 

distribution of content chunks accross the network because popular content monopolizes the 

limited available cache. 

To reduce monopolization one can cache content chunks with a fixed probability. We refer 

this as FIX (P). Here, routing nodes determine whether to cache the passing content chunks 

based on fixed probability P whose value depends on network size and content popularity. In 

general, the optimum value of P is acquired empirically. 

Laoutaris [9] proposed a cache placement policy based on content popularity in 

hierarchical networks where caches are located at different network levels such as regional, 

national, and so on. WAVE [10] further generalized the popularity-based cache placement 

policy regardless of specific network topology. In WAVE, upstream routing nodes explicitly 

suggest what content chunks must be cached at the next downstream routing nodes. 

Consequently, as the content becomes more popular, the copies of the corresponding content 

chunks become closer to users. 

Dong [11] has developed a mathematical model for optimized cache placement on the 

assumption that the routing node knows what content chunks are actually cached at the 

neighboring nodes. In [11], each routing node makes a decision as to cache in order to 

minimize the average content retrieval latency subject to limited capacity of individual node 

cache. 
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2.2 Cache Replacement Policy 

Cache replacement refers to the decision of which cache entry should be removed from 

memory in order to free space for new incoming content chunks when cache memory is full. 

Most cache replacement policies take advantage of the locality of the reference. The least 

recently used (LRU) and the least frequently used (LFU) policies are well-known examples. 

LRU takes into account temporal locality which suggests that recently used content chunk is 

likely to be reused soon. Accordingly, LRU removes content chunks based on how long they 

had not been accessed. LFU further suggests that the probability of reuse increases with the 

number of references. Over the years, many researches have been made to extend classical 

policies [12]. However, there are little works on LRU and LFU in the context of on-path 

caching. 

Locality-based replacement policy essentially assumes the skewed popularity of contents, 

and tries to keep popular content chunks resident in the cache. On the contrary, Rossi [13] 

proposed a cache replacement policy, called BIAS, to cache diverse content. When the cache 

becomes full, BIAS randomly selects two chunks and removes the more popular one. 

Compared to general caching, on-path caching is different in that cached data can belong to 

different original storages. Therefore, when cached content is not available, the distance 

required to fetch the corresponding data from the original server can be different. The distance 

travelled on the network immediately affects the cost of network traffic. For Web environment, 

Peter [14] argued that a cache replacement algorithm should minimize the cost of missing 

cache and proposed LNC-R-W3 delay-conscious cache replacement algorithm. Recently, 

Wang [15] also proposed a cache replacement policy which takes the distance into account for 

in-network caching. 

While the aforementioned caching replacement policies use only historical information, 

Famaey [16] showed that theoretically a prediction-based caching policy may be of great 

advantage, provided good popularity prediction is possible. 

3. Caching Policy for Butterfly DCN 

DCN is considered as a good candidate to apply ICN concept for its unique features such as 

server consolidation, workload distribution, and traffic offloading [6]. In server consolidation, 

a few servers are grouped into a single virtual server to provide a specific service. If a 

particular server becomes overloaded for some reason, its content or services are replicated to 

its neighbors to reduce the workload. At the same time, traffic congestion among the servers 

can also be a burden for the DCN. To reduce the east-west traffic in the DCN, data caching for 

offloading the traffic is emphasized. Thus, in-network caching can be used on a systematic 

base for self-contained DCN to cover load balancing and the cache proxying. 

3.1 Butterfly Network 

Thousands servers that form a DCN are usually organized in traditional 2N tree topology such 

as VL2, PortLand, DCell, and BCube [17]. Even if the resulting topology looks like a mesh 

rather than a tree (which can be the case to increase redundant connections,) the resulting mesh 

still can be considered as multiple overlapping trees. For an example, a fat tree, popularly used 

in a DCN, is constructed by more than two trees allowing multi-path routing on multiple 

connections between parent and child nodes. 
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Starting from the observation, we can approximate a butterfly network with a combination 

of binary tree networks. Also, we believe a single binary tree is enough to analyze and evaluate 

the effect of the existing caching polices, because the number of incoming connections onto a 

node only affects the content request distribution. For example, three or four incoming 

connections to a node, compared to two connections, will have different distribution of content 

requests, but no different topological feature. Moreover, a caching policy on each node so 

separately works with each other that the resulting performance will be driven depending on 

the distributions, not on the number of connections. 
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Fig. 1. A buttefly network approximated with a perfect binary tree 

 

3.2 Cache Placement Policy based on Hop Counting 

In this paper we suggest a simple but efficient cache placement policy that takes the advantage 

of the regularity of the binary tree whose subgraph
2
 is always another smaller binary tree. In 

other words, any node in the tree will be a root node of a binary tree made of all its child nodes. 

Because regularity at each location may inherently reflect the level of aggregation of content 

requests, we are using location information, that is the number of hops from the server to the 

router toward the client as a factor to stochastically select and cache more popular content 

chunks. 

Fig. 1 shows an example of how content popularity can be mapped to the regularity in a 

binary tree. We assume that the root node (R1) is a content server and leaf nodes are clients 

requesting the content stored on the server. Then, the routing protocol makes the internal 

nodes from a leaf node to the root node intermediate routing nodes. From the properties of the 

binary tree, the node at the level n has (tree depth − n) hops and 2
tree depth−n

 leaf nodes. For 

example, in the case of binary tree with depth 7 as shown in Fig. 1, internal nodes with the hop 

counts of 1 and 2 have 32 and 16 leaf nodes, respectively. Therefore, a node with a smaller hop 

count can cover a larger number of users. Accordingly, the more users request the content, the 

closer to the server should be the node where it is placed. This aggregation makes it possible to 

                                                           
2
 We use the term of ‘subgraph’ not referring to a part of graph but a smaller tree in the paper. 

 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 7, NO. 7, Jul. 2013                                          1615 

Copyright ⓒ 2013 KSII 

 

design a hop count based cache placement (HCCP) policy, by which each routing node 

determines whether to cache the incoming content chunk with a probability of 1/(hop count). 

Simply stated, as a router gets away from the server and the hop count increases, the caching 

probability goes down. Alternatively, caching probability increases. To realize HCCP
3
 policy, 

content chunks should include a reserved field for counting the number of hops from the 

server. 

Let’s see how HCCP works by way of example. When content request arrives at the server, 

the server forwards the corresponding content chunks to the first router whose hop count is 1. 

Thus, the probability to cache the chunks on the first router is 1.0, and the content is always 

cached. If the cache is already full, one item will be removed using LRU or LFU algorithms. 

Thus, at the first router, the HCCP works like ALWAYS. If content chunks are further 

forwarded to the second router, the probability to cache them is halved to 0.5 because the 

corresponding hop count is 2. Whether the chunks are cached or not will be determined by 

fifty-fifty algorithm that is the same as FIX (0.5). As the chunks are forwarded to the next 

routers, the procedure repeats. It differs from ALWAYS and FIX (P) in that HCCP caching 

probability decreases as the chunks are as closely forwarded to the user. 

We can characterize the HCCP caching behavior depending on the location of each router 

as following. A node closer to the root will serve more users. More users will produce more 

varied content requests, whereby the popularity of a specific content cannot be easily biased. 

As the popularity of the specific content among the users becomes more random, lengthily 

retaining an old chunk on the cache will not be beneficial. It is natural to replace the chunks on 

the cache frequently with higher caching placement probability of a new chunk as HCCP 

suggests. 

On the contrary, a node farther away from the root has lower caching probability and 

serves fewer users. Even though few users can trigger diversified content requests, the 

common popularity of a specific content can be easily observed and it longer lasts than that of 

more users. In this case, it makes sense to retain old chunks further. It is natural to replace the 

chunks on the cache rarely with lower caching placement probability of a new chunk as HCCP 

suggests. 

4. Theoretical Analysis 

Due to the statistical dynamics, it is very difficult to demonstrate HCCP advantages theoretically. But 

we can show, however, why HCCP has better cache hit rate than ALWAYS. We consider an n-depth 

perfect binary tree connected to a server as shown in Fig. 2 that is an example of the full binary with 8 

users.  

                                                           
3
 The HCCP can be easily extended to the arbitrary m-ary tree because the topology cannot restrict the hop 

counting. 
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Fig. 2. A full binary tree with 8 users 

 

Let’s assume the server has N content, labeled as Cs (S = {1, 2, 3, ..., N}) and each user Ui is requesting 

the set of content, denoted as Ci (={C
i
1, C

i
2, ... C

i
m}), where Ci ⊂ Cs. The size of each set may be diffrent 

and the element C
i
j of Ci is randomly selected from Cs. Probability of requesting C

i
j follows zipf 

distribution. Let’s assume now that each router has its own sized cache. For simplicity, we assume that 

all routers have the same cache size M. In our analysis, we consider only a situation of saturation where 

the caches become full after some period of time which is long enough. We also assume HCCP and 

ALWAYS use LRU as the cache replacement policy. 

 

Theorem 1) the cache hit rate of a cache with the cachig probability p is bigger than that of the cache 

with the caching probability q if p < q on a given content request distribuiton. 

 

Proof) If the caching probabiliy is p then more than 1/p content requests are cached. If the cache has the 

caching probability p, this will form a set of cached content CRi (= {C
Ri

1, C
Ri

2, … C
Ri

m}). If the cache has 

caching probability q, this will form another set of cached content CRi
*
 (= {C

Ri
1
*
, C

Ri
2

*
, … C

Ri
m

*
}). It is 

obvious that the number of requests for C
Ri

j to be cached is a geometric random variable representing 

the number of trials until the first success and its expected value is 1/p. Thus the expected trials to form 

CRi and CRi
*
 is m/p and m/q respectively. Then, for a given content request distribution,  

 

, 

 

where Pr(C
Ri

j) is the probability that the content C
Ri

j is requested under the given content distribution. 

From the above inequality, the cache hit rate of the cache with cachig probability p is bigger than that of 

the cache with caching probability q if p < q. ■ 

 

Intuitively, Theorem 1 means the following. If caching probability is 1, then all content requests are 

immediately cached, which means unpopular content can replace popular content. However, if caching 

probability gets lower, unpopular content is less likely to replace popular content. For example, if 

caching probability is 1/4, more than 4 requests may let content cached while less than 4 requests may 

not let the content cached.  

 

At last, we can conclude that the HCCP cache hit rate is higher than that of ALWAYS from the 

following inequality,  
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, 

 

where CHR
HCCP

(Ri) and CHR
ALWAYS

(Ri) are the cach hit rate of the router Ri. The above inequality is 

satisfied by Theorem 1 since HCCP caching probability is which is always lower than that 

of ALWAYS. 

5. Simulation Results 

For simulation, we used NS2 (version 2.35) and a perfect binary tree for approximating the 

DCN’s butterfly network with 127 internal nodes and 128 leaf nodes as shown in Fig 1.  

Internal nodes play the role of routing nodes, and leaf nodes function as both content providers 

and consumers. Thirty thousand content files were evenly distributed among content servers. 

For better traceability of the simulation, we assume each content file has a size of 10Mbytes 

and is divided into 1Kbyte chunks, whereby the degree of chunk distribution for content over 

caches can be easily observed and analyzed. We also assume the size of chunk should be 

smaller than the default MTU of the Ethernet interface
4
 to avoid a single chunk to be 

transmitted in a few of packets, which may cause reassembling problems due to packet losses 

during transmission. The cache size of each routing node is set to 1Mbyte emphasizing the 

effect of the limited cache size. 

To model a skewed popularity of content, we used a Zipf distribution [18] with various 

values of Zipf rank exponent α. All content is ranked with Zipf distribution. According to 

survey [13], small values of α (between 0.7 and 1) indicate a lightly loaded Web server and 

α = 1.5 corresponds to a busy Web server. Large values of α (between 2 and 2.5) mean that 

the given content gets higher popularity that can be easily observed in YouTube [19]. 

Nowadays, such extremely skewed popularity temporally happens due to social network effect. 

Social networks enable content to become highly popular for very short time and some popular 

sites can bring about great slashdot effect and flash crowd in a very short time [20]. Our 

simulation runs until thousandth content request occurs. Table 1 summarizes simulation 

parameters. 
 

Table 1. Simulation parameters 

Parameter  Value 

Chunk size 1 KB 

Cache storage size 1 MB 

Content size 10 MB 

Content items 30,000 

Number of routing nodes 127 

Number of content servers / users 128 

Zipf rank exponent (α) 0.7, 1, 1.5, 2, 2.5 

 

                                                           
4
 We also assume a DCN may have a higher or equal speed links to the Ethernet among its nodes. However the link 

speed is not a matter, it is more important whether a single chunk can be packed into a single packet to avoid chunk 

fragmentation. 
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We evaluated the performance of in-network caching policies in terms of average hop 

counts and cache hit ratio. The cache hit ratio estimates the average probability to find content 

chunks on the routing nodes before getting down to the content servers. This metric indicates 

the efficiency and load balancing effect of the in-network caching policy in DCN. The average 

hop count estimates the average number of hops that content requests from users travel on the 

network to obtain the requested content chunks. This metric can be used to quantify the 

expected download time minimized by using the in-network caching. 

Fig. 3 plots the cache hit ratio as a function of the Zipf parameter for different cache 

placement policies: HCCP, FIX (P), and ALWAYS. In this simulation, P in FIX (P) is set to a 

probability resulting in the best performance
5
. As can be seen, the cache hit ratio is nearly 

two-times higher in both HCCP and FIX (P) than in ALWAYS (i.e., HCCP and FIX show 

6.7 % and 6.3% higher cache hit ratios than ALWAYS at the 2.5 Zipf parameter, respectively). 

This means that in-network caching using HCCP and FIX (P) reduces the content server 

workload more than ALWAYS. This result is not surprising because ALWAYS policy caches 

all content chunks aggressively. The cache hit ratio increases as the Zipf parameter increases. 

 

 
Fig. 3. Cache hit ratio for different cache placement policies 

 

Fig. 4 shows drops in average hop counts using HCCP and FIX (P), compared to 

ALWAYS. As expected, HCCP and FIX (P) have the benefit of the less average hop counts, 

and this benefit increases as the Zipf parameter increases. However, they do not show a 

noticeable difference from ALWAYS in comparison with the cache hit ratio shown in Fig. 2. 

(i.e., neither HCCP nor FIX (P) can decrease even 1 hop in the average hop count). We analyze 

the cause of this in Fig. 5. 

 
Fig. 4. Drops in average hop counts of HCCP and FIX (P) compared to ALWAYS 

                                                           
5 We conducted multiple simulations for FIX (P) as we increased the P by 0.1 and we have found that FIX (0.1) 

shows best performance in α = 0.7, FIX (0.2) performs the best at α = 1 and 1.5, and FIX (0.3) causes the best 

performance in α = 2 and 2.5. 
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Fig. 5 shows averages cache hit ratios in routing nodes using HCCP, FIX (0.3), and 

ALWAYS when α is set to 2.5. The x-axis plots the index number of Ri of each router in Fig. 

1. As shown in Fig. 5, HCCP and FIX (0.3) achieve a compelling cache hit ratio in the core and 

intermediate routing nodes. HCCP show a slightly better performance than FIX (0.3) for these 

routing nodes. At routing nodes 11 through 20, HCCP and FIX (0.3) show 11.7% and 10.2% 

higher cache hit ratios than ALWAYS. However, the cache hit ratio of both HCCP and FIX 

(0.3) decreases in the edge routing nodes, and HCCP exhibits a poorer performance than FIX 

(0.3) and ALWAYS in some edge routing nodes. We think that because HCCP and FIX (P) 

show intensively higher cache hit ratios than ALWAYS in the core and intermediate routing 

nodes, they cannot provide a remarkable achievement in the average hop counts compared to 

ALWAYS. In Fig. 3 through 5, LRU is used as a common cache replacement policy. 

 

 
Fig. 5. Cache hit ratio of groups of adjacent routing nodes in α = 2.5 

 

In Fig. 6, we explore the impact of four different cache replacement strategies (LRU, LFU, 

LRU + network cost (NC)
6
, and LFU + NC) depending on different value of α. From Fig. 6, 

one can see that LRU and LFU show no noticeable performance difference. LFU generally 

outperforms LRU for static environments where popularity of data is consistently unchanged 

over the time [12]. However, in our simulation results, the performance of LFU is quite similar 

to that of LRU. We are reasoning any advantageous feature of LRU and LFU cannot be 

dominantly exists since the node at a higher level in the tree may receive more requests from 

more users and the dominant features like temporal reference or reference frequency are mixed 

and amortized. We believe such indifference between LRU and LFU would be presented in 

current Internet because the locality of reference becomes weakened as Web 2.0 comes a 

multitude of short video clips and social networks are generating dynamic content popularity. 

In Fig. 6, we can see LRU+NC also does not show appreciable difference between LRU and 

LFU. LRU+NC has just a little impact on HCCP and FIX (P). We believe this is natural 

because the network cost in LRU+NC is just an adding factor to the recency and thus does not 

have a big impact on LRU. However, LRU + NC has an impact on the performance compared 

to others. LFU+NC has a slightly negative impact on both HCCP and FIX (P) and a positive 

impact on ALWAYS. This is because the network cost in LFU+NC is a multiplying factor to 

the frequency and this results in somewhat big impact on LFU. 

                                                           
6 When caching replacement policy determines a target in the cache, a time cost to get the target from the source 

server again should be accounted together unlikely to only considering how much frequently or recently used in 

LRU and LFU [15]. 
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(a) α = 2.5 

 
(b) α = 1.5 

 

 
(c) α = 2.5 

 

 
(d) α = 1.5 

 

Fig. 6. Average hop count and cache hit ratio for different cache replacement policies 
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5. Conclusion 

This paper focuses on the impact of caching placement and replacement policies on the 

performance of in-network caching for DCN butterfly networks. We analyzed the HCCP 

behavior and theoretically compared it with ALWAYS. This explains why HCCP has better 

cache hit rates than ALWAYS. We also performed various simulations to compare three cache 

placement policies and four cache replacement policies. The results show that it is important to 

choose the right cache placement policy for the in-network caching performance. In particular, 

the proposed HCCP shows better performance than other cache placement policies at larger 

Zipf parameters without significantly longer delay than the others. In addition, cache 

replacement policies do not show noticeable performance difference. Remarkably, the results 

show that the high cache hit ratio does not always imply low average hop counts. We have 

observed FIX (P) and ALWAYS as well as HCCP are causing the phenomenon. Hence, 

despite a high cache hit ratio, content consumers cannot receive a high level of QoE (i.e., 

reduced content download time). To lessen the average hop count, some interworking between 

routing nodes might be required. In the future, we plan to further investigate such interworking 

methods to considerably decrease the average hop counts. At the same time, we plan to 

perform evaluations of HCCP on more general network topology with multiple routing paths, 

not limited on a specific topology. 
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