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Abstract

Cloud computing changes the service models of information systems and accelerates the pace
of technological innovation of consumer electronics. However, it also brings new security
issues. As one of the important foundations of various cloud security solutions, entity
authentication is attracting increasing interest of many researchers. This article proposes a
layered security architecture to provide a trust transmission mechanism among cloud systems
maintained by different organizations. Based on the security architecture, four protocols are
proposed to implement mutual authentication, data sharing and secure data transmission in
federated cloud systems. The protocols not only can ensure the confidentiality of the data
transferred, but also resist man-in-the-middle attacks and masquerading attacks. Additionally,
the security properties of the four protocols have been proved by S-pi calculus formal
verification. Finally, the performance of the protocols is investigated in a lab environment and
the feasibility of the security architecture has been verified under a hybrid cloud system.
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1. Introduction

As an emerging and powerful computational model, cloud computing enables ubiquitous,

convenient, and on-demand network access to a shared pool of configurable computing
resources. These resources can be quickly configured and released with minimal management
cost and service provider interaction [1]. In a cloud system, a participant with the ability to
process, send or receive information is referred to as a cloud entity, which can be a hardware
device or a software process.

Compared to distributed computing and grid computing, cloud computing has more
technical advantages [2], such as reliable system architecture, redundant data storage structure
and centralized security policy management. However, due to the characteristics of cloud
computing (for example, the delegated data management beyond the owner’s control, widely
distributed resource access nodes, flexible security policy and vague security boundary), the
security problems of a cloud system are complex [2, 3]. It mainly involves the following
aspects: system availability and reliability, data integrity and confidentiality, user privacy
protection, audition ability, and security isolation among users. Adequate security policies
need to be adopted to deal with these security problems. Among various security policies,
effective authentication of entities is our major focus in this paper.

In recent years, many countries, companies and research groups have launched their own
cloud systems, most of which are managed by a single cloud provider. However, there is a
limitation for a single-provider cloud to cooperate with other cloud systems to maximize the
function of available resources [24]. In order to achieve larger-scale resource sharing, to
optimize resource allocation and to provide a seemingly infinite computing utility,
Rochwerger et al. proposed the concept of federated clouds in the Reservoir project [25].
Although the new concept shows some attractive characteristics of the federated clouds for us,
it brings some technical challenges [26]: first, how to establish standardized rules of
hierarchical resource mapping in the process of resource delegation; second, how to design the
strategies and the protocols for resource interaction among different resource delegations. As
for the second type of problems, we studied many implementations of federated cloud systems
and put forward our research point: when the user requests for resource integration, how the
federated cloud system establishes secure data transmission channels among requesters,
owners and delegations.

This article makes the following contributions to the field of authentication mechanism in a
federated cloud system. Firstly, according to identity based cryptography (IBC) scheme [6],
we propose a layered security architecture, which provides a secure trust transmission
mechanism among cloud systems maintained by different organizations. Secondly, on the
basis of the architecture, we present four security protocols to implement mutual
authentication, data sharing and secure data transfer in the cloud. Thirdly, based on S-pi
calculus [7, 8, 9], we prove the security properties of the protocols by means of formal
verification. Finally, we implement the architecture and protocols, and investigate their
performance by evaluating the Average Execution Times (AET) of the protocols. The test
results show that the longest execution time of the protocol is shorter than 2.4 seconds in the
circumstances of 100 concurrent requests.

The rest of the article is organized as follows: The related work is discussed in Section 2.
The layered security architecture and the definitions are presented in Section 3. In Section 4,
we propose the mutual authentication and data sharing protocols for federated cloud system.
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Section 5 discusses the security properties of the protocols. Section 6 shows the experimental
results of the security protocols, and Section 7 gives conclusions. The notations and S-pi
calculus are provided in Appendix.

2. Related Work

As the widely used authentication protocols in the cloud system, Kerberos V5 [27] and
OpenID V2.0 [29] still have some security vulnerabilities: Kerberos V5 cannot resist
password-guessing attacks due to the poor passwords set by network users [27, 28]; Although
timestamps in Kerberos V5 are supposed to prevent replay attacks, the protocol is still not
robust enough, because the security of timestamps relies on the network time protocols and the
ticket lifetimes. If the ticket lifetimes are too long, the adversary has sufficient time to replay
old tickets and impersonate valid users [27]. OpenID V2.0 is vulnerable to phishing, identity-
provider masquerade and denial-of-service attacks [29, 30]. Among various new solutions of
authentication, asymmetric key authentication with a trusted third party has become a hotspot
in recent years. In 2011, Grzonkowski and Corcoran [4, 5] proposed an authentication protocol
based on the asymmetric key and zero-knowledge proof techniques to establish a secure
resource sharing mechanism between home networks and the cloud system. Their work does
not address the authentication problem in the federated cloud system; however, the
zero-knowledge proof technique is very inspiring and promising to provide a technical means
for future researches in the federated cloud system. In this paper, we propose a strong mutual
authentication scheme to solve the problem of authentication for cloud entities in the federated
cloud system.

2.1 Cryptography Basis

The most common system using trusted third-party for identity authentication is Public Key
Infrastructure (PKI), where Certificate Authority (CA) serves as the trusted third-party to
generate the public key certificate for the entity. However, the authentication process in the
PKI scheme is very complicated, especially when entities managed by different CAs perform
mutual authentication. Furthermore, if the entity cannot establish communication with CA, the
mutual authentication mechanism becomes completely ineffective. In order to solve these
problems, the IBC scheme [6] has been widely used. In that scheme, Private Key Generator
(PKG) serves as the trusted third party to generate public key and the corresponding private
key. Since the entity’s identity is the public key, IBC is more suitable for cloud than PKI.

However, in the IBC scheme it is difficult for a single PKG to handle all authentication and
authorization tasks in a large network. In order to alleviate the workload of PKG, Gentry et al.
[13, 19] proposed a practical HIBE scheme to implement hierarchical entity registration and
private key generation. Based on the decisional bilinear Diffie-Hellman assumption, Boneh
and Boyen constructed another HIBE system [11, 14] in 2004 and refined it in 2011. The
system has been proved to be secure in the selective-identity sense without random oracles. In
2005, Boneh and Boyen proposed an improved HIBE scheme [12], where the cipher text size
of the scheme is independent of the hierarchy depth.

In the HIBE scheme, root PKG is responsible to generate private keys for lower-level PKGs,
which in turn generate private keys for the entities in their own domains. When entity A
intends to communicate with entity B, A only needs to obtain the identity-vector of B and the
public parameters of the root PKG which B belongs to. Based on the Gentry's HIBE scheme,
Lim et al. [ 15] proposed an identity-based key infrastructure for grid computing and designed



1294 Cao et al.: IBC-Based Entity Authentication Protocols for Federated Cloud Systems

a transport layer security (TLS) handshake protocol. These fruitful researches provide good
solutions for security problems in the cloud computing.

2.2 IBC-Based Authentication for Cloud Entity

In the field of cloud computing, Cheng et al. [16] proposed a data access scheme based on
biometric authentication and IBE algorithm, but the application scope of the scheme is
restricted by biometric algorithm accuracy, sensor stability, biometric privacy leak and
masquerade. Schridde et al. [21, 22] employed only one PKG to provide service for all the
entities in the cloud, and the security property of their system has not been fully proved. Kang
and Zhang [18] proposed an IBC-based authentication scheme for the cloud storage model
given by Kamara and Lauter [23]. In that scheme, child trusted nodes neither effectively share
the load of root trusted node, nor participate in local trust management, and the scheme is
inapplicable due to redundant structure and insecure key distribution. Based on HIBE scheme,
Li et al. [17] proposed a hierarchical architecture for cloud computing and a TLS-analogous
authentication protocol, but without mutual authentication scheme between service providers
or between cloud systems. Yan et al. [19] adopted federated identity together with the HIBE
scheme to implement federated identity management, key management and authentication
among different types of clouds: public, private and hybrid clouds. In 2010, Huang et al. [20]
gave another HIBE-based cloud system architecture, which realized a redundant backup for
lower leveled PKGs in the cloud system.

Although the HIBE scheme provides an effective trust mechanism, it is much easier for the
parent PKG to obtain the private information of the child PKG since the public parameter and
the private key of the child PKG are all generated by the parent PKG. When cloud owners are
in a competitive situation, it is difficult to establish a unified root PKG in a federated cloud
system to provide trust service for different clouds. We propose a new layered cloud security
architecture to establish a trust mechanism by employing global PKG in the federated cloud
system, without leaking the information protected by the lower-level PKG.

3. System Architecture

3.1 Security Architecture

The layered cloud security architecture is illustrated in Fig. 1. We divide a federated cloud
system into multiple cloud units. Each unit is a self-contained domain with an independent
PKG responsible for certificating cloud entities in its own domain. We also set up a Global
PKG (GPKG) as the global trusted authority to authenticate PKGs in different domains.

Global PKG

Global Security Domain

Fig. 1. Layered security architecture of the federated cloud system
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For the security architecture depicted in Fig. 1, we give the following definitions:

Definition 1. Security Domain (SD). Divide the federated cloud system into multiple cloud
units, and each unit is called a security domain.

Definition 2. Home Security Domain (HSD). The security domain in which the cloud entity
registered is called the home security domain of the entity.

Definition 3. Routing Security Domain (RSD). The non-home security domain accessed by
the cloud entity in another security domain is called the routing security domain.

Based on this architecture, we propose a set of mutual authentication and data sharing
protocols for the federated cloud system in Section 4.

3.2 Cloud Entity Authorization

The process of cloud entity authorization includes two parts: GPKG authorizes PKG in each
SD; PKG authorizes cloud entities, such as users and service providers (SPs) in its own SD.
Before accessing the cloud system, the cloud entity must register its identifiable information in
a SD. The corresponding PKG generates an authentication vector and binds it to the entity.
3.2.1 PKG Registration and Authorization

Step 1. PKG registers its identifiable information at GPKG. GPKG authenticates the
identifiable information and generates a public key IDp,; = (idp,c, T) for the PKG, where T

represents the valid period of ID,, and id..; the PKG’s identifiable information.

Step 2. Based on the BF-IBE scheme [6], GPKG computes G(Kgpe: Pspre: IDpke) tO
generate the private key K. corresponding to Dy, where Kgpis is the GPKG’s master
key and P« the public parameter generated by GPKG.

Step 3. GPKG generates an authentication vector Veexs = (Kgpkar Peprs s IDeps: RAI) and
binds it to the PKG via a secure channel (either based on smartcards or security protocols),
where 1D isthe GPKG’s identity and RAI the register area identifier allocated by GPKG.

3.2.2 User Authorization

Step 1. The user registers his identifiable information id,, at PKG in arbitrary SD and gets
a public key ID,, =(id,,, . T), where T is the valid period of 1D, .

Step 2. The PKG generates the user’s private key K., by G(Kyps, Poxes IDusr) , Where
Keke IS the PKG’s master key and Peyc is the public parameter.

Step 3. The PKG generates an authentication vector Vg, = (K, Pexs: IDpke, RAI) and binds
it to the user via a secure channel, where 1D, is the public key of PKG.

3.2.3 SP Authorization
Similarly, SP registers its identifiable information at PKG in arbitrary SD and gets a public

key IDg, = (idg,, T) . PKG generates a vector Vg, = (Kg, Poye, IDpge, RAI) and binds it to the SP,
where K, is the SP’s private key and idg, the SP’s identifiable information.

3.3 Key Update Mechanism

Based on the authorization mechanism above, each cloud entity can obtain a set of public keys
in the form of {(id, T,), (id,T,),---(id,T,)}, where T, is a time series code marking the valid
period of each public key and id represents the identifiable information of each entity. If the
public key (id,T;) expires, the entity will enable a new one (id, T;.,;) and its corresponding
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private key changes automatically. In this way, the cloud system can manage the key pairs
pre-bound to the cloud entity by T;.

4. Security Protocols

4.1 Mutual Authentication Protocol between PKGs in Global Security Domain

In order to establish an effective trust transmission mechanism between different SDs, PKGs
need to authenticate each other and exchange their public parameters. The mutual
authentication protocol is illustrated in Fig. 2.

PKG-A PKG-B
Generates Rll {[(IDPKG—A’ Rl)]}mpKG,B,P I

| {l(R,.R)}p... . g Generates R>

|

Compares R PP e |
Generates R3| [{IDPKG—B}]KEKGA’PI R, R3)]}|DPKG,B,P I
|

BRCCR i

(I
ComparesRs|

- I
Kpke-8 +P

Ra)]}IDPKG—AvP !COmpal’es R>
1

Fig. 2. Mutual authentication protocol between PKGs

1. PKG-A generates a random number R, and encrypts (IDpxs . R;) with PKG-B’s public
key 1Dy . PKG-A sends a request vector to PKG-B: {[(IDpxc 2RI} o, .- , Where P is the
public parameter generated by GPKG.

2. On receiving PKG-A’s request vector, PKG-B decrypts {[(IDpc 2R} o, . p With its
private key K. to retrieve R, and ID.. ., and then generates a random number R, .
PKG-B sends a response vector to PKG-A: {[(R;,R)} 5, ..

3. Upon the receipt of PKG-B’s response vector, PKG-A decrypts it with its private key
Keken 10 get R and R,, and then compares R, with the random number PKG-A has
generated before to authenticate the identity of PKG-B. If the authentication succeeds, PKG-A
generates a random number R, signatures [{Pa}].._ . and [{IDexs n}] and sends

them to PKG-B: {[(PAV[{PA}]KEK(}A'P7[{IDPKC+B}]KEKG7AP7RZ’RS)]}IDPKG,B,P, where PA is the pUbllC

parameter of PKG-A.
4. As soon as PKG-B receives the response vector from PKG-A, PKG-B decrypts it to

retrieve P, , R,, R, and {IDeee}]c._ -, and then compares R, with the random number
PKG-B has generated before to verify the authenticity of PKG-A. If they match, PKG-B
verifies the validity of P, through[{P.}],. .. If the verification succeeds, PKG-B generates

Kpkg-a:P 1

a signature[{Ps}].._ | » and sends a response vector to PKG-A:
(P.HPY, Do M R)o e,
where P is the public parameter of PKG-B.
5. On receiving PKG-B’s response vector, PKG-A decrypts it to retrieve Py, R; and
{IDpken}k.. . -, and then compares R, with the random number PKG-A has generated
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before to verify the timeliness of the vector. After that, PKG-A verifies the authenticity of P,
by checking [{P:s}],._ . » to complete the exchanging process of public parameters.

Assume an instance that PKGi (as an initiator) and PKG | (as a responder) in different
SDs need to exchange their public parameters. Based on S-pi calculus, the process functions
corresponding to the initiator, the responder and the whole protocol are expressed as follows:

Deﬁnition 4. The process function of the initiator.

Prc (i ) = Coy <{[<|DPKG., Rus)Hong o) Cone (X ),0858 X, 0f £Ix, T, i
16t (X, ;0 Xizy ;) = X IN[X;,, 5 08 R.l,]CpKGJ<{[( R, - HIDas 3}, P,Xm,,-,Ria,j)]}.gm,.,p>_ 1)
Cowai (Xi5.;).case x,, ; of {[x, j]} o Inlet(X, , Xig s Xiag 1 Xigg ) = Xig 5 1N
[X..;isR,,] case x,,,; of [{xm“}],Dw o INF (X0 0 X0 Xiaa i)
Definition 5. The process function of the responder.

Prcc: (i, 1) 2 Cougy (¥,0). 058 y, , OF {1y, . Th ., iN1E(Y, o Vi o) = Vi D

?Kei<{[(yi,j22, Ri,jz)]}y,,,u,p>_CpKGj (Vijo).casey, s of {ly, ;. I}, . in @)
1€L(Y; jar Vi jazs Yisjaz Yijaar Yias) = Yiju INLY: s ISR, 1 CaS€ Y, 00 OF [LY 03]y, e
in o (1P HPH, . BV, o¥ o VoD, )
Definition 6. The whole protocol function.

Sy(s Lot = T WK e, WK e X T (Pre (1) 1P (1,0))

l,=0, D Vneme 1 =1

©)

4.2 User Access Authentication Protocol in Routing Security Domain

When a user belonging to security domain A needs to access SP in security domain B, the
access authentication protocol is illustrated in Fig. 3.

user(domain A) SP(domian B) PKG(domian B)

(IDyger» RAI) |Judges RAI [
»|Generates R: I

I

: | ({[(IDuser' RAI R )]}|Dsp Pg ! IDSP)
| | PP e |parameters
I

I

1

I

»|Get
P {PH, D s | HDue oM. o R)Yo, s, |§C§3§ing
PKG-B < O
 [{IBeca}l, 5 Ro,. v, !Generates R: |

1
Generates Rs {[(R;, R}, v, |

p Compares Rz

I

I

I {[(CK, 1K, Ry, R)T}o,.. . |Generates Rs |

| Jand (CK,IK) [

Compares Rs) R} . MR, }ek , IK)) >|Verifies I
verifies] . ({D}ec. M({D}e. 1K) IM({R,}ox 1K) I

M ({D}cx . IK):‘ :Compares Ra !

Fig. 3. User access authentication protocol in RSD
1. The user in security domain A sends SP an access request vector: (1D, RAI).
2. Upon the receipt of the request vector, SP in security domain B judges the user's HSD
through RAI . After that, SP generates a random number R, and sends a request vector to
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PKG-B to apply for the public parameter of security domain A and the signature of the public
parameter of security domain B. SP sends a vector to PKG-B: ({[(ID.., RAI,R)} 5, . » IDs;) .
3. On receiving SP’s request vector, PKG-B decrypts it with Kg, to retrieve R,, ID,,, and

RAI , and then judges the user’s HSD through RAI . After that, according to the protocol in
Section 4.1, PKG-B communicates with PKG-A to get the public parameters of security
domain A and their signatures, and then PKG-B sends a response vector to SP:

{CP.HPH,,  KIDoe J R,

4. On receiving the response vector from PKG-B, SP decrypts it with Kg, to retrieve R,
and then compares it with the random number SP has generated before to verify the timeliness
of the response vector. If the verification succeeds, SP generates a random number R, and
sends a response vector to the user: {[(Ps:[{Ps}],. . +1Dexes:[{IDec . o Ro)bio,.e, .

5. Upon the receipt of the response vector, the user decrypts it with K, and verifies

[{IDec 6]

succeeds, the user verifies [{P:}],. . . with 1D, . to confirm the authenticity of P, . If the

verification succeeds, the user generates a random number R, and sends a response vector to
SP: {[(szRa)]}msp,PB .

6. Upon the receipt of the response vector from the user, SP decrypts it to retrieve (R,.R;),
and compares R, with the random number SP has generated before to verify the user’s identity.
If they match, SP generates a random number R, and a session key vector (CK, IK), where
CK is the cipher key and IK the integrity key. SP sends a response vector to the user:

{I(CK, IK,R;,R)T}o,.p, -

7. On receiving the response vector, the user decrypts it to retrieve R,, R, and (CK,IK),
Then the user verifies the timeliness of (CK, IK) through R, . If the verification succeeds, the
user sends a response vector to SP: ({R,}ex . M{R,}ck IK)) .

8. Upon the receipt of the user’s response vector, SP verifies the integrity of the vector
through M({R,}..IK). If the verification succeeds, SP decrypts {R,}.x with CK to retrieve
R, and compares it with the random number SP has generated before to confirm that the user
has received the session keys correctly. If they match, SP encrypts D with (CK,IK) and
sends the results of encryption to the user: ({D}c«,M{D}. IK)).

Assume an instance that user i -A belonging to security domain A needs to access SP ] -B
in security domain B. Based on S-pi calculus, the process functions corresponding to user i -A,

SP j -B, PKG-B and the whole protocol are expressed as follows:
Definition 7. The user’s process function for the access protocol in RSD.

Kekg-a:Pa

with 1Dy . to confirm the authenticity of ID... 5 . If the verification

Kekg-a:Pa

.o A
Puser—A (IY J) - CSijB<
168 (X0 Xiza s Xio s Xizajr Xizs) = Xiz; IN €ASE X,y ; OF [{Xi55,} 5, , 6, IN CASE X

i21,j1 Ni2z,jr Nizgjr Nizajr Nizsj

[{Xizlj}]xlm,x,ﬂ_l in CSijB <{[(Xi25,j ’ Ri3,j )]}msa,s,xmj >.Cuseri—A (Xi3.j ).Case Xia, of (4)

[{XiA‘j}]Kf P in IEt(XiALj ) Xi42,j 1 Xi43,j ' Xi44,j ) = Xi4,j in [Xi43,j is Ria,j]

uuuuu ATA

CSPj—B <({Xi44,j}xmI M ({Xi44,j}xi41‘j ' Xi42‘j))>lCuseri—A(Xi5‘j ) Iet(xisLj ! Xisz,j) = Xi5‘j in
in F(x,s‘J)

(ID RAI)>_CuserifA(Xi1,j).case Xil,j Of {[Xiz,j]}Kf . P In

useri-A’?

of

122,

[M (X|5].J 1 XiAZ,J) IS X|52,j ] case X|5].J Of {XIG‘]}

Xia1,
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Definition 8. The SP’s process function for the access protocol in RSD.
A . .
Pe_g (i, j, D) = (VIKi,j)(VCKi,j)CSPj—B(yi‘jl).IEt(yi,jlll yi,jlz) =VYin In[yi,jlz isnot RAI ]
Coreo (10 Ros )i+ Dsey)) Coopoo (Vo) Ca58 Y, Of 1Yo T o

. . P m— {[(PB, Yi ja2s IDoyo s
Iet(yi,j31- Yi,is2» Vi jss yi,j34) =Y IN [yi,j34 IS Ri,jl]CuseriA<yi’j33, Risz)]}yi,jll:yi,ﬁl .

Copjs(Yija).ca85€ Y, j, Of {[Yi,js]}KS—PPBYPB in 1et(Y; js1» Yiojs2) = Yijs INLYijs1 ISR 2]
Clserioa <{[(CKi,j K Yis2s Ri,j4)]}yi‘j11,y,‘j31>.CSPj—B (Yije). 168(Yi jors Yiojez) = Yijs IN
M (yi,jﬁl’ IKi,j)iS yi‘jsz] Case Y je: of {yi,j7}CKivj in [yi,j7 is Ri‘jA]

C“Se”’A<({D}CKi‘j M ({D}CKi,j K ))>
Definition 9. The PKG-B’s process function for the access protocol in RSD.

()

Poe s (1) 2 Cowoe(Z) 102401, 2,0,) =2, iN[2,,,i8IDg, ] case z,,, of {[erkz]}Ksp,,B.pB
P RPYH, s (6)
<[{|DPKGB}]K%AVPA 125400} 0y 4 om4 >
Definition 10. The whole system function for the access protocol in RSD.
Sy5 (L, 11,) = K o) [ Ty WK e )T T, (K )
(L. P a0 I Pe g (1, D) [ Poe o (1)), 1, =( i) Vnzme 1 21,

in let(z,

In

k21! ZJ,kZZ’ Zj‘k23) = ZJ,kZ n [Zj‘kzz Is RAI A]C

SPj-B

(7)

4.3 Mutual Authentication Protocol between SPs in Different Security Domains

When SP-A in domain A needs to set up a secure communication channel with SP-B in
domain B, the mutual authentication protocol is illustrated in Fig. 4. Since the principle of the
protocol between SPs in different SDs is the same with the protocol in Section 4.2, the
implementation details and the security analysis of the protocol are omitted in this article.

PKG-A SP-A SP-B PKG-B
: : (ID_..RAL) > @D, . RAL, :
Judges RAIA R ,ID
I I Generates Ril oy o, 1Dr-e) »l
I | | AI(P. R}y, , |
I @b, ,.RAI, | {[(ID o, RAls,R)T}o, . r,  [Compares R: I
L R} o, e, IDspon) Fudges RAls |Generates R I
= 'Generates Rs l I
| AR, | | !
I Compares RV3| {[(sz RA)]}losp 8.Pg ‘IC R |
Generates R Tjlompares k2
: 4:‘ {[(CK' IK, RA' R5)]}|DSP—AvPA :Generates Rs :
o 'and(CK,IK)
l Compares Re| — ({Ro}e .M {Rs}e, 1K) | |
| i | Verifies M ({R; } , IK) |
I Verifies M ({D} ., IK) | ({D}ek - M ({D} k. 1K) |Compares Rs |
| | | |

Fig. 4. Mutual authentication protocol between SPs in different SDs
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4.4 Data Sharing Protocol in Different Security Domains

In the scenario where the user belonging to security domain A needs to share his data stored in
SP-A with SP-B, the data sharing protocol between SPs is illustrated in Fig. 5, with the
premise that the user has accessed the cloud system in RSD and SPs have established a secure
data transmission channel. The detailed security analysis of this protocol is omitted in our
article, because the principle of the protocol is the similar with the previous protocols.

user SP-B SP-A
Generates Rll: {(REQJL’{[(RJJ REQZ)]}HJSP—APA )}CKl I I
REQ:, REin >i {l(R.REQ,)} s, , r, :
| »1Generates Rz,
I (LIS L PR K(RES, {I(R,, R,, RES,)}o.. 5 )}e|RES:, RES:

| {[R.R.RESDho, p)lo, ™ |

Compares i~ {(T.[{T}],_. AL(R, RES,, | |
Generates| "7 * | |
|

signatures|_ 1N 0 Mo el ey, AR,
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Fig. 5. Data sharing protocol in different SDs

1. The user sends a request vector to SP-B: {(REQ, {[(R,,REQ,)I} o, , » )}cx, . REQ, is the
data-processing request sent to SP-B. REQ, is the data-sharing request sent to SP-A. R, is a
random number. CK, is the session key between the user and SP-B.

2. Upon the receipt of the user’s request vector, SP-B decrypts it with CK;, to get the user’s
requirement through REQ,. After that, SP-B sends {[(R,,REQ,)I} o, , - to SP-A.

3. On receiving the user’s request forwarded by SP-B, SP-A decrypts it with K,_, to get
the user’s service requirement through REQ, and then sends a response vector to SP-B:

{(RES, {[(R,,R,,RES )} 5, p, ek, -

RES, is a service-response vector sent to SP-B. RES, is a service-response vector sent to the
user. R,is a random number. CK, is the session key between SP-B and SP-A.

4. As soon as SP-B receives the response vector from SP-A, SP-B decrypts it with CK, .
According to RES,, the SP-B generates a service token T, and sends a request vector to the

user asking for a service authorization: {(T.L{T},_ . {[R.R,,RES I} 5 )}a, , where
[{T},. , -, is the signature of T signed by SP-B.

5. Upon the receipt of SP-B’s response vector, the user decrypts it with CK,to retrieve
{[R.,R,,RES, T} »., T and KT}, . . The user confirms the validity of T by checking the
authenticity of [{T},_ . . If the confirmation succeeds, the user generates an authorization
signature T}, . and decrypts {[R.,R,,RES, I}, . to verify the validity of RES, through
R,. If the verification succeeds, the user gets SP-A’s response through RES, and sends an

uuuuu

6. On receiving the user’s response vector, SP-B decrypts it with CK, and validates the
user’s authorization signature. SP-B sends a response vector to SP-A:
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{03, AT ATRRES, KRES 3 M oy, )R,
7. Upon the receipt of SP-B’s response vector, SP-A decrypts it with CK, and verifies the
validity of T through {T},_ . and [{T}] If the verification succeeds, SP-A decrypts

authenticity of RES, through [{RES.}, . . If the validations succeed and the service request
described in T is consistent with what is described in RES, , SP-A shares the user’s data with
SP-B: ({D}«, . M({D},.IK,)).

After user i-A accesses SP j-B, he requests SP j-B to get his data stored in SP k -A.
Based on S-pi calculus, the process functions corresponding to user i -A, SP j-B, SP k -A and

the whole system are expressed as follows:
Definition 16. The user’s process function for the data sharing protocol.

P (i, 1.K) = Cop o ((REQ,,, AIR,, REQ, o, oW, ) o x ().

case Xil‘j of {XiZ‘j}CKi‘J in Iet(XiZl.j ' Xi22‘j ' Xi23‘j) = Xiz,j in case X of [{XiZLj}]IDSH,B,PB

IS Ril,k]

122,

in case xi23,j Of {[xi3’j]}KJsen»A)PA in Iet(xi3],j ' Xi32,j ' Xi33,j) = xi3,j in [Xi3Lj

Come ({0 B . Al X s Mo Thin s Mo, )

Definition 17. The receiver (SP J -B) process function for the data sharing protocol.
P o (i, 1.K) 2 oy o (3,,).88 Y, , OF {3, i TEL(Y, 1Y, ) = Vi e D
Conn(Yii00) Cooo (¥ 10).085€ ¥y, OF LY Far 1N 166V s Vo) = Vs 0D
Con a{{T RN, Vi Dhex, ) Coro (s ).CB8 ¥, 5 OF £, b, 0
16L(Y; 611 Yijsor Vijes) = Yijo IN Vi 6,18 TICASE Y, i, OF [{T} . 5 1N
Conn (T Yo HTH, o Yo bocy, ) Como(Yin) ItV s V) = Vi i

[M (yj7].k’ IKj‘k) iS yj72‘k] case yj7].k Of {ij,k}CKM in F(yjs,k)
Definition 18. The sender (SP k -A) process function for the data sharing protocol.

(9)

.. A .
PSP—A(I’ ¥ k, D) = Cspka (Zj,kl)-case Zj‘kl of {[Zj,kz]}KS—Pk WP n Iet(zj,kzl’ Zj,k22) = Zj,kz In

(?H<{(RESJ.M,{[(ZM21, Roer RES, o) o e, >_cspM(zj,k3)_case 2, 0f

{[z; I, I 1€UZ; 00 25 a0 2 azr Zas) = 20 N CBSE 2, OF [{Z 0} g, D (10)

case z;,,, of [{Zj,m}]msa,m in case z, ,, of {[z; I}

1€8(Z; 6112 520 Zjuss) = Zjus 1N [2 5, 1SR, 1[Z; s, ISRES; ] case z

HHHHH or. 0 C o ({Dhe,, MDY, . 1K, )

Definition 19. The whole system function for the data sharing protocol.
Sys(1,, Lo 1,) 2 Ty K DT T 0K DT T, (K )
(L. P a0 ) [P o (1) [ Py (1, D)), 1 = j k), V=m0, =1

Kspc—a:Pa

j. k53 Of

(11)
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5. Security Analysis Based on S-pi Calculus

Based on S-pi calculus, this section provides proofs for the security properties of the protocols
in two areas: secrecy and authenticity.

5.1 Secrecy Analysis

Our security architecture includes two-level trust nodes: GPKG in the global security domain
(GSD) and PKG in the lower-level security domain (LSD). In GSD, GPKG is in charge of
setting up trust mechanism among PKGs in different SDs. In LSD, PKG is responsible for
setting up trust mechanism among cloud entities registered in its domain.

5.1.1 Secrecy Analysis of the Protocol between PKGs in GSD

Following (1) and (2) in Section 4.1, let C,. represent the communication channel of PKGi
and C.; represents the communication channel of PKG j. In order to prove the secrecy
property of the protocol, we need to prove Proposition 1-3.
Proposition 1. The protocol process functions execute successfully only if C,.q and Copyg;
denote the same communication channel.
Proof. According to the structural equivalence axioms (36)-(42) in appendix, function (3)
can be transformed as:
Sys(l, b 1) =T [ VKD o VKoo )T Ty (Pos (1) 1 Pre (1,0)) =
I KT T K e XPre (1) | Pors (1) -+ P (1) | Prer (1) | Py (1) =+ | Payeee (1,)
where {I, =@, j)|Vn=m< 1 =1},
Any two terms of Pyo(l,) and Prye (1) in (12) can compose a group of protocol processes:
Poe (1) | Pas (1) = Porei (1, 1) | Py (K, 1) (13)

(12)

where {I, = (i, j).1,, = (k,1)}.
According to the protocol processes defined in (1) and (2), equation (13) can be further
expressed as (14).

Pocei (1) Py (1) = Cra; (01) Coner ()N (%) Crry (), Cons (%, ). N, (%,) |
Corer (6).M,(8)) Corer (V1) Coner (6,). M, (6,) Cpei (V)

The data sent/received by PKG j/PKGi is represented by o,/ X; respectively. Ni(X)is,5 is
the function to process X;. The data sent/ received by PKG k/PKGI is represented by Y; /0,
respectively. M;(Y;)j...s is the function to process Y; .

For {l,=(@,j)1,=(,D|1, =1}, there are three cases: i=kj=l, izkNj=I and
izkNj=l. If i=kNj=l or izkNj#l, we have Cry#Cria. The protocol process
expressed by (14) cannot execute successfully, because the communication channels do not
match. If izkN j=I, from (14) we have

Poei (1) | Pog; (1) = Cei (%), N (X,) Cp_mJ-(sz)_CpKGi (x;).N,(x;) |

M. () Cocei (¥:), Cou (6,). M, (8,) C o, (¥

Sincei=k, Cpyg is different fromC..q . Thus, the protocol described in (15) cannot be
executed successfully.

For {I, =@, i) 1, =k D1, =13} we have Foaill,) | Poxei(1n) = Porai(is 1) | Porgi(i ) . In that
case, the security protocol can be executed successfully. O

(14)

(15)
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Proposition 2. For any group of process functions, if the channels of communication sides
match mutually, the secrecy property holds.
Proof. According to (36)-(42) and Proposition 1, equation (12) can be transformed as:

SyS(|1, Iz!"'ln)EHieN (VK;KGi)HjEN (VKI;KGj)(PPKG (Il) | PPKG’(Il))

(16)
(PPKG (Iz) | PPKG'(Iz))"'(PPKG (I n) I PPKG'(I n))
Choose an arbitrary group of process functions from (16), based on (1)-(3) we have
PPKG (I n) | PPKG' (I n) = (VK ;KGi)(VK I;KGj ) ?KG]<{[(IDPKGi ’ Ril,j )]}IDPKGJ ‘P>“. in Fn (XML] ’ Xi42,j ’ Xi43‘j ) |
Coer (Vo) 10 Coner (LR P Yo o Vigeo)Thy s ) = (17)

(Ko )(WK o)) Fy (PP, o HIDeei 3 )
where F, is the PKG’s private process without revealing any information about P;
[{P}. » and KIDea}l, . o inthe event I, =(i. J). For (17), we have
VD, D': F,(D) = F, (D) = Py (i, ) | P (i, )Y WithD = P,.. (i, ) | Pue (i, ) With D' (18)
where D and D’ represent different parameter collections.
According to (53), the confidentiality of the protocol process in (17) holds. O
Proposition 3. If the arbitrary group of process functions is secure, then for the whole
protocol, which consists of groups of process functions, the secrecy property holds.
Proof. Since arbitrary group of process functions in (16) satisfies the indistinguishable
relationship, we have
v((D,,D,).(D,,D;).---.(D,, D)) : F(D,)) = K (D) |---| F,(D,) = F,(D;) =
(PPKG (|1) | PPKG'(Il) with D1 = PPKG (|1) | PPKG'(Il) with D;) | | (PPKG (I n) | PPKG'(I n) (19)
withD, = P, (1,) | Poe (1,) with D)
For arbitrary ((1,,D,).(1,,D;)) , P (1)[Pe(1,)withD, =P (1,)| P, (l,)withD, holds.
Based on (19) and the Proposition 1, for (12) we have
v((1,,D,). (1., D)), ((1,,B,), (1,, D7), -+, ((1,,, D), (1,, D;))) :
F.(D)=F(D)||F.(D)=F (D) =[] vK.)] ], vKe)
(PPKG (|1) | PF'KG’ (|1) with Dl)' ' '(PPKG (I n) | PPKG' (I n) with Dn) = HieN (VK PG )HjeN
(VK;KGj )(PPKG (|1) | PPKG'(Il) with Dl,)”'(PPKG (In) | PPKG'(I n) with D;.)
From (20), we know that the process function Sys(l,,l,,:--1,) defined in (3) meets the
secrecy definition given in appendix. Thus, the secrecy property of the protocol holds. o

Kpkaj P

(20)

5.1.2 Secrecy Analysis of User Access Authentication Protocol in RSD

We prove the secrecy property of the user access authentication protocol as follows:

Step 1. According to the proving procedures in Proposition 1, in the same way, we have that
any group of protocol process functions composed of P, ,(I,), Pss(1,,D,) and Pus o (1))
can be executed successfully only if I, =1, =1, and the channels of communication sides
match mutually.

Step 2. According to the structural equivalence axioms given in (36)-(42) and the
conclusion in Step 1, we apply an equivalent transformation in (7) and obtain:

Sy5(|1, Iz ool n) = (VK PKG-B )Hie,\, (VKl:seri—A)HjeN (VK ;ijs)
(Puser—A(Il) | PSP—B(Il’ Dl) | PPKG—B(Il)).”(Puser—A(In) | Pspfs(lnv Dn) | PPKG—B (In))

e2y)
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In the process of protocol execution, since PKG-B (as an initiator) needs to obtain

(PLHPY,. . HID 3]
{IDo 3]
security protocol expression (22).

Sys(l, 1,0 +1,) = (MK oo DOVK e 0 )(Prea (A B) | Poe o (A B T, (KT T (WK ,)

(Peera (1) T Ppg (11, D) | Pog g (1) - (Praera (1) | Pops (1,, D) | Poe_ (1))

Equation (22) shows that PKGs in domain A and B will execute mutual authentication and
data transfer protocol in the case that users in domain A access SPs in domain B. The process
(Pac-a(AB) [Py s (AB)) can be combined with (P (1,)IPe(l,.D,)[Pc(l,)) to form a
complete user access authentication protocol in RSD. According to the protocol process
defined in (4)-(6) and structural equivalence axioms (36)-(42), the formal expression of the
security protocol can be expressed as:

Preer-a (1) [ Pp s (1,, D) [ P2 (1) | Poe_a (A B) | Poe o (A B) = (VIK, ) )(VCK ;)

(Copy o (1D 4 RAD)Y Cyiry o (% ). P0G ) | oy (%11, Q1 (Y1) | Cono s (2,,0). Ru(2,0). (23)
(CPKGfA<{[(IDPKG—B ’ RAND BLA)]}IDPKG,A‘P>.CPKG—B (UB1,A).G1(UB1,A) | CPKG—A (VB‘Al). Hl(VB‘Al))-TijB<o—>

We apply an equivalent transformation in (23) and obtain:
Paser a (1) [ Pop o (11, D,) [ Pos 6 (1) | Pog 2 (A B) | Pos 5 (A B) = (VIK ) )(VCK, ) )(C e a (Xir ).

P, (%) 1 Q((ID,0i, RAD/Y, 1)1 Co 5 (2,,0) R (Z10) . (Coue o ({I(ID s 5, RAND ;, Vo o). (24)
Cos s Ua4). G Ua ) | Con a (Vo). H (Vs 1)) .Coy o (o)

Qu(Yi i) =1et(Yi ju1, Yijuz) = Yijo INLY; o isNOt RAI ]

Corea{@I(Ys 2 RAND, )}, s 1Dsey ) Coppa (¥i12), Qa (Vi)

We substitute Q,(Y; ;) into (24) and obtain:
Puser—A(I n) | PSP—B (I ns Dn) | PPKG—B (I n) | PPKG—A(A! B) | PPKG—B (A, B) = (VIK ij )(VCKi,j )(Cuseri—A (Xil‘j ). Pl(Xil‘j)
| CSPj—B (y.,jz).Qz (y.,Jz) I R1 (({[( IDusen ,RAIL, RAN D.,J1)]}||:>SFj Py ! IDSPJ)/ZJ,kl)- (25)

(Crre {{I(ID4q o RAND o, )} ). Cono s (Uenn). Gy (Ui ) [ Cos 2 (Vo). H (Vi ). Copy o ()
Ri(Zju) =16t(Z; 411, Zja2) = Zj 4 IN [Z 4, 1S IDg;] case z;,,, of {[ijk2]}K§pJ,PB in
1€t(Z; 215 Zjkans Zjkas) = Zja 1N [Z) 420 IS RAI L]

From (23) and (A.2) - (A.25), we substitute R,(Z;,,) into (25) and obtain:

Poser—a (1) | Po_s (1, D) [ Pos s (1) | Pors_a (A B) | Py (A B) = (VIK  J(VCK )

(Com (%)), P. 00 ) [QUIPL KR, [{IDee M, RAND, ), o, /Y1)

We use the corresponding process functions defined in (4) and (5) to substitute for P, (X, ;)

) from PKG-A (as a responder) and to provide P, and

Kpkg-a:P

for SP-B, equation (21) must be combined with (17) to form the complete

Kpkg-a:P

(22)

where

where

(26)

and Q,(Y,;,) in (26), and apply an equivalent transformation in (26) repeatedly until we get
the final result:

P a (1) [ Poog (1, D) | P o (1) | Pae 4 (A B) | Py s (A B) = (VIK, )(VCK, )F(D;)  (27)
where F, is the SP’s private process, which does not reveal any information about D, in the
event |, = (i, J). For (27) we have:

vD,,D; :F,(D,)=F,(D;) = P a (1) [ Pog (1,,D,) [ Pag s (1) | Pae_a (A B) |

P o (AB)=Po (1) [ Py (1,D) | P o (1) | P 1 (A B) | Pa o (A.B) (28)
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Step 3. Since the arbitrary group of process functions in (29) satisfies the indistinguishable
relationship, we have:

v((1,,D,), (1., D). ((1,, D,). (1,, D)), ---.((1,, D,), (1,, D;))) : F.(D,) = F, (D)) |
F.(D,) = F,(D}) || F,(D,) = F,(D;) = (Ko )(VK oo o) T, VK i DT T, (VK 65y0)
(Pake_a (A B) | Poge g (A B)) (P (1) | Popo (1, D) | Pre o (1)) -+ (Prsera (1) | P s (1,,D,) - (29)
| Poea (1)) = (VK o DOVK o )] Ty (K DT T (WK -6 ) (Prre_a (A B) | Proe_o (A, B))
(Paser-a (1) [ Pop g (1, D)) | Prr o (1)) +++ (Prsera (1) | Pep g (1,, D) | P 6 (1,))
From (28), we know that the process function Sys(l,,1,,--1,) defined in (7) satisfies the

secrecy definition in appendix. Thus, the secrecy property of the access authentication and key
agreement protocol holds. o

5.2 Authenticity Analysis

In the processes of our protocols, the knowledge that the attacker gets from communication
channels can be expressed as K ={ID,RAI,C,D}, where ID represents the set of identity
information, RAI the set of register area identifiers, C the set of channel identifiers and D
the set of encrypted data.

From Section 5.1, we can get a conclusion that the attacker cannot attack the protocol even
if he gets C and RAI . In our security architecture, zero-knowledge proof technique makes the
attacker’s masquerade ineffective, because the attacker cannot complete the response process
without the legitimate private key. By state exploration approach [8], we can prove that the
authenticity of the protocols relies on the freshness of random numbers. If the random number
is fresh, the protocols satisfy VM :Inst(M)=Inst . .(M’) and can resist man-in-the-middle
attacks and masquerading attacks.

6. Experiment

In this section, we discuss the execution efficiency of the security protocols in Section 4.
Firstly, we evaluate the execution efficiency of the algorithms in the BF-IBE scheme because
they affect the performance of the protocols greatly due to their slow execution speed.
Secondly, we test the AETs of the protocols under concurrent requests.

The hardware of our test environment includes a single Intel Core i5 quad-core processor,
two DDR3 2G memory and 100Mbps bandwidth. The software environment includes
Windows 7, Oracle JRE 1.7.1 and Web-logic 12C. The development environment includes
Spring 3.1, Oracle JDK 1.7.1 and part of open source architecture from the third party.

In order to achieve the security protocols, we have implemented the algorithms of AES-128,
HMAC-SHA1-160 and random-number-generation through Java Crypto API. Based on the
open source code of BF-1BE algorithms in C offered by Stanford, we rewrote the code in Java
to adapt to web service.

6.1 Performance Analysis of BF-IBE Algorithms

The BF-IBE scheme includes four algorithms: Setup algorithm generates system parameters
and a master key; Extract algorithm uses the master key to generate the private key
corresponding to an arbitrary public key; Encryption algorithm encrypts data using the public
key and the system parameters; Decryption algorithm decrypts data using the private key and
the system parameters.
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The execution time of the setup algorithm is not discussed in this section, because this
algorithm is only used for the system initialization and its performance does not affect the
execution efficiency of the protocols. Moreover, compared with the encryption and the
decryption algorithms, the signature and the verification algorithms can scarcely affect the
execution time of our security protocols due to their high efficiency. So the test results of the
signature and the verification algorithms are also not discussed.

6.1.1 Performance Analysis of the Extract Algorithm

In order to evaluate the impact of the extract algorithm on the time spent in the cloud entity
registration and authorization, we select five sets of data to test the AETs of the extract
algorithm, and each set contains 500 samples of public key with the same size. The test results
are described in Table 1, under the condition that the public key size does not exceed 256 byte,
the AETS are about 20ms. Due to the pre-authorization mechanism in our security scheme, the
concurrent execution efficiency of the extract algorithm does not significantly affect the
execution efficiency of the authentication protocols. Therefore, the concurrent test results are
not discussed in this article.
Table 1. The average execution time of extract algorithm

Public Key Size Average Execution Sample Amount Private Key Size
(Byte) Time (ms) (bit)
16 19.9 500 512
32 20.1 500 512
64 20.0 500 512
128 20.4 500 512
256 20.3 500 512

6.1.2 Performance Analysis of Encryption and Decryption Algorithms

The encryption and the decryption algorithms are only used to process the protocol data of
small amount (the maximum protocol packet size is smaller than 6KB). Thus, we select 10 sets
of data with the size of each set ranging from 1KB to 10KB to test the AETS of the algorithms.
Each set contains 500 data samples of the same size. As shown in Fig. 6, the AET of each
algorithm is proportional to the data size (private key size is 512bit). When the data size is

6KB, the average encryption time is shorter than 0.2s and the decryption time is about 0.9s.
1_6_ ............................................................................................. .
—&—Enecrypt

141

—
[

—
=]

Average Execution Time (s}

Data Size (KB)
Fig. 6. Average execution times of encryption and decryption algorithms

According to the principle of the BF-IBE scheme, the public key can be any string and the
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size of the public key does not affect the speed of the encryption and the decryption algorithms,
while the size of the corresponding private key is fixed and determined by the key size
parameter specified in the extract algorithm. Therefore, we need to evaluate the relationship
between the execution time of the encryption or the decryption algorithm and the size of the
private key. We select four private keys with the size of 128 bits, 256 bits, 512 bits and 1024
bits respectively, and test five sets of test data ranging from 2KB to 10KB to determine the

AETs of both algorithms.
Encryption Algorithm

04 e e e e e e e e e e e e e e e e e e e e e e e e e
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T 0.15F—
=T
o e T -
£
0 0 1 1 ]
92 256 512 1024

Frivate Key Size (hit)

Decryption Algorithm

2_2_ .......................................................................................................
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Fig. 7. Average execution times of encryption and decryption algorithms with different private key size

As shown in Fig. 7, the test results show that the AETSs of the encryption and the decryption
algorithms are proportional to the size of the private key and the growth rates of the AETSs are
proportional to the size of the processed data. In the case of small amount of data, the growth
of the execution time is no more than 0.2 seconds with the increase of private key size and the
processed data. Therefore, the stability of the encryption and the decryption algorithms in the
BF-1BE scheme achieves application requirements.

6.2 Protocol Performance Analysis

In order to evaluate the performance of our protocols, we test the AETs of four protocols under
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concurrent requests (private key size is 512bit). The number of concurrent requests range from
10 to 100. In Fig. 8, P1 depicts the AET of mutual authentication protocol between PKGs in
GSD, P2 the AET of user access authentication protocol in RSD, P3 the AET of mutual
authentication protocol between SPs in different SDs and P4 the AET of data sharing protocol
in different SDs.

Average Execution Time ()

1 1 1 1 1 Il 1
10 20 30 40 a0 60 0 30 90 100
Mumber of Concurrent Requests

Fig. 8. Average execution times of four security protocols

As shown in Fig. 8, with the increase of the concurrent requirements, the execution time
grows. When the concurrent requests are the same, the execution time of the protocols is
proportional to the complexity and the packet size of the protocols. The longest execution time
of the data sharing protocol is shorter than 2.4s, in the case of 100 concurrent requests. The
AET of each security protocol is proportional to the number of times the encryption and the
decryption algorithms are executed, and at the same time proportional to the size of the data to
be encrypted or decrypted.

7. Conclusion

In order to solve cloud entity authentication issues, we divide the federated cloud system into
multiple cloud units and each unit is a self-contained domain. On the basis of BF-IBE scheme,
we propose a layered security architecture and four security protocols to implement mutual
authentication, data sharing and secure data transfer in the federated cloud system. We use
S-pi calculus formal verification to prove the security properties of the protocols and make the
conclusion: these protocols not only protect the transferred sensitive data, but also resist
man-in-the-middle attacks and masquerading attacks. The layered security architecture and
the performance of the protocols are tested in a lab environment.

Compared to HIBE scheme, the layered architecture is more suitable to implement mutual
authentication for cloud entities which belong to different SDs in the federated cloud system,
because GPKG only provides trust transmission mechanism for different SDs but cannot
decrypt the private information protected by the lower-level PKG. How to effectively
incorporate the HIBE scheme into our security architecture in the LSD will be the future work.

Moreover, in the future research we will investigate the case of multiple Virtual Machines
(VMs), in which the VM with the weakest security becomes the missing link for the whole
system. Since traditional network security systems, such as firewalls and intrusion detection
systems, may fail in the virtualized network, secure low-level VM to VM access will be a new
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technical difficulty in constructing the federated cloud system. Our future work will focus on
the security of VM access and re-imaged VMs.

Appendix
Based on S-pi calculus [7], [8] the semantic notations in this article are given in Fig. 9.
n name o(x) P input
X,¥,--- name(variable) P|Q composition
(o,p,0) pair (vm)P restriction
suc(o)  successor p replication
M(o,p) MAC [ois p] P match
{c}, shared-key encryption | [oisnot p] P not match
o public part let(x,y)=0c in P pair splitting
o private part case o of 0:Psuc(x):Q integer case
{[c]},, public-key encryption | case o of {x},inP shared-key decryption
[{o}],, private-key signature case o of {[x]},, in P decryption
a{p).P  output casec of [{x}],, in P signature check

Fig. 9. Syntaxes of S-pi calculus terms and processes

—{lol}, . represents the encryption result of o with public key # and public parameter 6.
—I[{o}1,., represents the signature result of o with private key £ and public parameter 6.
— M(o, p) represents the message authentication code of o with symmetric key £ .
—case o of {[x]},, inP represents a private key decryption process. If o is the result of

encrypting message # with a public key whose corresponding private key is 2 and the public
parameter is @, the process substitutes x with # and behaves as described inP .

— caseocof [{x}],, InP represents a signature check process. If o is the signature of
message # signed with a private key whose corresponding public key is £ and the public
parameter is @, the process substitutes x with # and behaves as described inP .

Reduction relation axioms:

IP>P|IP (30) [cisp]P>P
case{c}, of {x}, in P>P[o/x]

(31)

(33)

case[{o}] , of {x}] ., in P>P[o/x] (35)
Structural equivalence axioms:

P=P (36) PI(QIR)=(PIQ)IR (37)

(vn)0=0 (40) P|Q=Q|P (41)
Reaction relation axiom and rules:

let(x,y) = (o, p) in P>P[o/x,p/y]l (32)
case{[c]} . , of {[xI} , in P>P[o/X] (34)

P|0=P (38) (vm)(vn)P = (vn)(vm)P (39)
(w)(P|Q)=P|(w)Q if ne fn(P) (42)

— P>Q P=Q

o(p).P1o(9.Q > PIQLp/M (43) = ORI =Y (D

P=Q Q=R (47) PEP: (48) P=P' ’ (49) P=P' P ->Q ' Q'=Q (50)
P=R P|IQ=P'|Q ()P = ()P P=Q
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P—>P (51) P->P (52)
PIQ—>P'|Q ()P — (vn)P’
Suppose that Inst(M) expresses a security protocol and Inst,, (M) expresses a correct

specification of the protocol. The secrecy property of the protocol can be defined as:

VM, M":F(M)=F(M') = Inst(M) = Inst__(M") (53)
The authenticity property of the protocol can be defined as:
VM : Inst(M) = Inst,. (M) (54)
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