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BSDES ON FINITE AND INFINITE TIME HORIZON WITH

DISCONTINUOUS COEFFICIENTS

Pengju Duan and Yong Ren

Abstract. This paper is devoted to solving one dimensional backward
stochastic differential equations (BSDEs). We prove the existence of the
solutions to BSDEs if the generator satisfies the general growth and dis-
continuous conditions.

1. Introduction

The backward stochastic differential equations (BSDEs for short), in the
nonlinear case, were firstly introduced by Pardoux and Peng [10], who estab-
lished the existence and uniqueness of solutions of BSDEs when the generator
is under Lipschitz conditions. Since then, BSDEs have been studied because
of the universal applications in stochastic games, partial differential equations
and mathematical financial, etc. Owe to the restriction of Lipschitz conditions,
many authors improved the results of Pardoux and Peng (see [2, 4, 6, 8, 9]).
Particularly, Gia [7] obtained the existence of solutions of one dimensional BS-
DEs with linear growth and discontinuous assumptions.

Chen and Wang [1] discussed a class of one dimensional BSDEs with infinite
time interval and obtained the unique result with suitable conditions. Further-
more, Fan and Jiang [3] studied the existence and uniqueness of solutions of
multidimensional BSDEs with non-Lipschitz coefficients, which generalized the
result of Chen and Wang [1]. Recently, Fan et al. [5] firstly obtained the exis-
tence of minimal solution of one dimensional BSDEs on finite and infinite time
horizon with continuous conditions and general growth. Furthermore, they also
gave the unique result under non-Lipschitz assumptions.

Motivated by these works, especially by [7] and [5], we are devoted to solving
the one dimensional BSDEs on finite and infinite time horizon with discontin-
uous conditions and general growth of generator. In Section 2, we give some
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notations and technical lemmas. In Section 3, we put forward and prove our
main result.

2. Notations and lemmas

Let 0 ≤ T ≤ +∞ be a fixed constant. Let (Ω,F , P ) be a probability space
carrying a standard d-dimensional Brownian motion (Wt)t≥0, (Ft)t≥0 be the
natural σ-algebra generated by (Wt)t≥0 and assume FT = F . | · | denotes the
Euclidean norm in Rn. Next, we propose some spaces as follows:

L2(Ω,Ft, P ) denotes the set of all Ft-measurable random variable ξ such
that E|ξ|2 < ∞.

L2(0, T ;R) denotes the set of Ft-progressively measurable R-valued process
{ϕt, t ∈ [0, T ]} such that

‖ϕ‖2 := E





(

∫ T

0

ϕtdt

)2


 < ∞.

M2(0, T ;Rn) denotes the set of Ft-progressively measurable Rn-valued pro-
cess {zt, t ∈ [0, T ]} such that

‖z‖2M2 := E

[

∫ T

0

|zt|
2dt

]

< ∞.

S2(0, T ;R) denotes the set of real valued, adapted and continuous process
(yt)t∈[0,T ] such that

‖yt‖
2
S2 := E

[

sup
t∈[0,T ]

|yt|
2

]

< ∞.

In this paper, we mainly discuss the following one dimensional backward
stochastic differential equations

(2.1) yt = ξ +

∫ T

t

g(s, ys, zs)ds−

∫ T

t

zsdWs, t ∈ [0, T ],

where ξ ∈ L2(Ω,F , P ), the generator g(ω, t, y, z) : Ω× [0, T ]×R×Rd → R is
progressively measurable for each (y, z).

Definition 2.1. A pair of process (yt, zt)t∈[0,T ] is called a solution to BSDE

(2.1), if (yt, zt)t∈[0,T ] ∈ S2(0, T ;R)×M2(0, T ;Rd) which satisfies BSDE (2.1).
In the following, we introduce some assumptions with respect to the gener-

ator of one dimensional BSDE (2.1) with 0 ≤ T ≤ +∞:
(H1) g(t, ·, z) is left continuous and g(t, y, ·) is continuous;
(H2) There exist two deterministic functions u(·), v(·) : [0, T ] → R+ with

∫ T

0
[u(t) + v2(t)]dt < +∞ and an Ft-progressively measurable, nonnegative

process {ft}t∈[0,T ] with E
[

(
∫ T

0
ftdt)

2
]

< +∞ such that for all y ∈ R, z ∈ Rd,

|g(t, y, z)| ≤ ft + u(t)|y|+ v(t)|z|, dP × dt-a.s.;
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(H3) There exists a continuous function κ(·, ·) : R×Rd → R which satisfies

|κ(y, z)| ≤ u(t)|y|+ v(t)|z| for all y1 ≥ y2 ∈ R, z1, z2 ∈ Rd, such that

(2.2) g(t, y1, z1)− g(t, y2, z2) ≥ κ(y1 − y2, z1 − z2).

For the sake of convenience, we introduce some technical lemmas. The
following Lemma 2.2 appears in Fan et al. [5].

Lemma 2.2. Assume that the generator g(t, y, z) of BSDE (2.1) is continuous
in (y, z) and (H2) holds, then, for each ξ ∈ L2(Ω,FT , P ), the BSDE (2.1) has
a minimal solution (yt, zt)t∈[0,T ].

Lemma 2.3. Assume (H3) holds, let κn(y, z) be defined as

κn(y, z) = inf
(u,v)∈R1+d

{κ(y, z) + nu(t)|y − u|+ nv(t)|z − v|}.

Then, the sequence of functions κn(y, z) is well defined for each n ≥ 1, and it

satisfies

(i) General growth: |κn(y, z)| ≤ u(t)|y|+ v(t)|z|;
(ii) Monotonicity: κn(y, z) increases in n;
(iii) Lipschitz condition:

|κn(y1, z1)− κn(y2, z2)| ≤ nu(t)|y1 − y2|+ nv(t)|z1 − z2|;

(iv) Convergence: If (yn, zn) → (y, z), κn(yn, zn) → κ(y, z).

The proof is similar to Lemma 1 in [8], we omit it.

Lemma 2.4. Let κ(y, z) be defined in (H3), we consider the following BSDE

(2.3) yt = ξ +

∫ T

t

[κ(ys, zs) + φ(s)] ds−

∫ T

t

zsdWs, t ∈ [0, T ],

where ξ ∈ L2(Ω,FT , P ), and φ(s) ∈ L2(0, T ;R). Then,

(i) Eq.(2.3) admits a minimal solution (y
t
, zt)∈S2(0, T ;R)×M2(0, T ;Rd);

(ii) For any solution of BSDE (2.3), φ(t) ≥ 0 and ξ ≥ 0, then it implies

y
t
≥ 0, P -a.s.

Proof. From Lemma 2.2, we can derive that BSDE (2.3) has at least one solu-
tion. In order to complete the proof, we consider the following three equations

(2.4) y1t = ξ +

∫ T

t

[

−u(s)|y1s | − v(s)|z1s |
]

ds−

∫ T

t

z1sdWs, t ∈ [0, T ],

(2.5) y2t =

∫ T

t

[

−u(s)|y2s | − v(s)|z2s |
]

ds−

∫ T

t

z2sdWs, t ∈ [0, T ],

and

(2.6) ynt = ξ +

∫ T

t

[κn(y
n
s , z

n
s ) + φ(s)] ds−

∫ T

t

zns dWs, t ∈ [0, T ], n ≥ 3.
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By Theorem 1.2 of Chen and Wang [1], we know each of the above three
equations has a unique solution. Let (y1t , z

1
t ), (y2t , z

2
t ) and (ynt , z

n
t ) be solution

of (2.4), (2.5) and (2.6), respectively. By the comparison theorem (see Fan et
al. [5]), it implies

(2.7) ynt ≥ y1t ≥ y2t , t ∈ [0, T ].

Because (2.5) has a unique solution, (0, 0) is a solution, y2t = 0. Moreover,
from Lemma 2.2, the solution {(ynt , z

n
t )}

∞
n=1 of (2.6) converges to the minimal

solution (y
t
, zt). Thus, we have

y
t
≥ y1t ≥ y2t = 0, t ∈ [0, T ].

So the proof is completed. �

In order to get the main result of this paper, we construct a sequence of
BSDEs as follows:

(2.8) y0
t
= ξ +

∫ T

t

[

−u(s)|y0
s
| − v(s)|z0s| − fs

]

ds−

∫ T

t

z0sdWs, t ∈ [0, T ],

(2.9)

yi
t
= ξ +

∫ T

t

[

g(s, yi−1
s

, zi−1
s ) + κ(yi

s
− yi−1

s
, zis − zi−1

s )
]

ds

−

∫ T

t

zisdWs, t ∈ [0, T ], i = 1, 2, . . . ,

and

(2.10) y0t = ξ +

∫ T

t

[

u(s)|y0s|+ v(s)|z0s|+ fs
]

ds−

∫ T

t

z0sdWs, t ∈ [0, T ].

By the existence Theorem 1.2 in Chen andWang [1], both the equations (2.8)
and (2.10) have unique solutions which are denoted by (y0

t
, z0t ) and (y0t , z

0
t ),

respectively. In addition, Lemma 2.4 guarantees that (2.9) admits a solution. In
the following, we only consider the minimal solution of (2.9), which is denoted
by (yi

t
, zit).

Lemma 2.5. Under the conditions of (H1)-(H3), the solutions of (2.8), (2.9)
and (2.10) have the properties, for any i ∈ N

+, t ∈ [0, T ],

y0
t
≤ yi

t
≤ yi+1

t
≤ y0t , P -a.s.

Proof. From (2.8) and (2.9), we have

y1
t
− y0

t
=

∫ T

t

[

κ(y1
s
− y0

s
, z1s − z0s) + ∆1

s

]

ds−

∫ T

t

(z1s − z0s)dWs,

where ∆1
s = g(s, y0

s
, z0s)+u(s)|y0

s
|+v(s)|z0s|+fs. From (H2) and (H3), it implies

∆1
s ≥ 0 and ∆1

s ∈ L2(0, T ;R). According to Lemma 2.4, we know y0
t
≤ y1

t
.
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Next, we assume yi−1
t

≤ yi
t
. By (2.9), we can deduce

yi+1
t

− yi
t
=

∫ T

t

[

κ(yi+1
s

− yi
s
, zi+1

s − zis) + ∆i+1
s

]

ds−

∫ T

t

(zi+1
s − zis)dWs,

where ∆i+1
s = g(s, yi

s
, zis) − g(s, yi−1

s
, zi−1

s ) − κ(yi
s
− yi−1

s
, zis − zi−1

s ). From

(H2) and (H3), it implies ∆i+1
s ≥ 0 and ∆i+1

s ∈ L2(0, T ;R), so yi
t
≤ yi+1

t
. By

mathematical induction, we have

y0
t
≤ yi

t
≤ yi+1

t
, P -a.s.

We use mathematical induction again to prove yi
t
≤ y0t , i = 0, 1, 2, . . . . From

(2.8) and (2.10), we have

y0t − y0
t
=

∫ T

t

{

u(s)[|y0s|+ |y0
s
|] + v(s)[|z0s|+ |z0s|] + 2fs

}

ds

−

∫ T

t

(z0s − z0s)dWs.

Since u(s)[|y0s|+ |y0
s
|] + v(s)[|z0s|+ |z0s|] + 2fs ≥ 0, from Lemma 2.4, we get

y0t ≥ y0
t
, P -a.s.

According to (2.9) and (2.10), we have

y0t − y1
t

=

∫ T

t

{

u(s)|y0s|+ v(s)|z0s|+ fs − g(s, y0
s
, z0s)− κ(y1

s
− y0

s
, z1s − z0s)

}

ds

−

∫ T

t

(z0s − z1s)dWs

=

∫ T

t

{

−u(s)|y0s − y1
s
| − v(s)|z0s − z1s|+Ψ1

s

}

ds−

∫ T

t

(z0s − z1s)dWs,

where Ψ1
s = u(s)|y0s−y1

s
|+v(s)|z0s−z1s|+u(s)|y0s|+v(s)|z0s|+fs−g(s, y0

s
, z0s)−

κ(y1
s
−y0

s
, z1s−z0s). From (H2) and (H3), Ψ1

s ≥ g(s, y1
s
, z1s)−g(s, y0

s
, z0s)−κ(y1

s
−

y0
s
, z1s − z0s) ≥ 0. By Lemma 2.4, we have y1

t
≤ y0t , P -a.s.

Assume yi
t
≤ y0t , by (2.9) and (2.10), we have

y0t − yi+1
t

=

∫ T

t

{

−u(s)|y0s − yi+1
s

| − v(s)|z0s − zi+1
s |+Ψi+1

s

}

ds−

∫ T

t

(z0s − zi+1
s )dWs,

where Ψi+1
s = u(s)|y0s − yi+1

s
| + v(s)|z0s − zi+1

s | + u(s)|y0s| + v(s)|z0s| + fs −

g(s, yi
s
, zis) − κ(yi+1

s
− yi

s
, zi+1

s − zis). Similar proof as above, it follows yi+1
t

≤

y0t , P -a.s.
So, the proof is complete. �
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3. Main result

Now, we give our main result.

Theorem 3.1. Under assumptions (H1)-(H3), the solutions (yi
s
, zit)

∞
i=1 of (2.9)

converge to (y
t
, zt), which is a solution of (2.1).

Proof. From Lemma 2.5, we know {yn
s
} is increasing, and bounded in S2(0, T ;

R). By dominated convergence theorem, we can imply {yi
t
}∞i=1 converges in

S2(0, T ;R) to a limit y
t
, and

sup
i

E

[

sup
0≤t≤T

|yi
s
|2
]

≤ E

[

sup
0≤t≤T

|y0
t
|2
]

+E

[

sup
0≤t≤T

|y0t |
2

]

< ∞.

Applying Itô formula to |yi+1
t

|2, we have

E
[

|yi+1
T

|2
]

= E
[

|yi+1
0

|2
]

+E

∫ T

0

{

|zi+1
t |2−2yi+1

t

[

g(t, yi
t
, zit)+κ(yi+1

t
−yi

t
, zi+1

t −zit)
]}

dt.

Let G(ω) = sup
n

sup
s∈[0,T ]

|yns (ω)|, λ = 2
∫ T

0
v2(t)dt. From the assumption of

(H2) and (H3), we get

E

∫ T

0

|zi+1
t |2dt

= E|ξ|2+2E

∫ T

0

yi+1
t

[

g(t, yi
t
, zit) + κ(yi+1

t
− yi

t
, zi+1

t − zit)
]

dt

≤ E|ξ|2+2E

∫ T

0

|yi+1
t

|
[

|g(t, yi
t
, zit)|+ |κ(yi+1

t
− yi

t
, zi+1

t − zit)|
]

dt

≤ E|ξ|2+2E

∫ T

0

|yi+1
t

|
[

ft+u(t)|yi
t
|+v(t)|zit)|+u(t)|yi+1

t
−yi

t
|+v(t)|zi+1

t −zit|
]

dt.

By using the inequalities 2ab ≤ a2 + b2, 2ab ≤ βa2 + 1
β
b2 for β > 0, we have

E

∫ T

0

|zi+1
t |2dt ≤ E|ξ|2 + (1 + 24λ+ 4

∫ T

0

u(t)dt)EG2 +E

[

∫ T

0

ftdt

]2

+
1

4
E

∫ T

0

[

|zi+1
t |2 + |zit|

2
]

dt

=: C1 +
1

4
E

∫ T

0

[

|zi+1
t |2 + |zit|

2
]

dt.

Thus, sup
i

E
∫ T

0
|zit|

2dt < ∞, which leads to Λi+1
t := g(s, yi

t
, zis) + κ(yi+1

s
−

yi
t
, zi+1

t − zit) be uniformly bounded in L2(0, T ;R). Applying Itô formula to
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|yn
t
− ym

t
|2, as the same proof of Theorem 1 in Fan et al. [5], we have

E|yn
t
− ym

t
|2 +E

∫ T

t

|zns − zms |2ds = 2E

∫ T

t

(yn
s
− ym

s
)(Λn

s − Λm
s )ds

≤ 2E

∫ T

t

|yn
s
− ym

s
|[|Λn

s |+ |Λm
s |]ds.

From the conditions (H2) and (H3), we have

E|yn
t
− ym

t
|2 +E

∫ T

t

|zns − zms |2ds

≤ 4E

[

∫ T

t

|yn
s
− ym

s
|fsds

]

+ 8
√

E[G2] ·

√

√

√

√E

[

∫ T

t

|yn
s
− ym

s
|u(s)ds

]2

+ 8
√

C1

√

E[G2] ·

√

√

√

√E

[

∫ T

t

|yn
s
− ym

s
|2v2(s)ds

]

.

Therefore, Lebesgue dominated convergence theorem yields {zit}
∞
i=1 is a Cauchy

sequence and converges in M2(0, T ;Rd), we denote it by zt.
Now, we take limits as n → ∞ in (2.9), then

y
t
= ξ +

∫ T

t

g(s, y
s
, zs)ds−

∫ T

t

zsdWs, t ∈ [0, T ].

Thus, {y
t
, zt}t∈[0,T ] satisfies (2.1). �

Remark. If 0 ≤ T < +∞, let u(t), v(t) = A, the result of this paper includes
the result of Lepeltier and San Martin [8] and Theorem 3 in [7].

If (H1) is replaced by the following condition
(H1′) g(t, ·, z) is right continuous, and g(t, y, ·) is continuous,

we can get:

Theorem 3.2. Under the assumptions (H1′), (H2) and (H3), then the Eq.(2.1)

has a solution in S2(0, T ;R)×M2(0, T ;Rd).

In order to complete the proof, we consider (2.10) and the following equation

(2.11)

yi
t
= ξ +

∫ T

t

[

g(s, yi
s
, zis)− κ(yi

s
− yi−1

s
, zis − zi−1

s )
]

ds

−

∫ T

t

zisdWs, t ∈ [0, T ], i = 1, 2, . . . .

By similar procedures in Lemma 2.4, Lemma 2.5 and Theorem 3.1, we can get
it.
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