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Abstract: A number of systems have several on-chip memories with cache memory being one of 
them. Conventional cache memory consists of SRAM but the ratio of static energy to the total 
energy of the memory architecture becomes larger as the leakage power of traditional SRAM 
increases. Spin-Torque Transfer RAM (STT-RAM), which is a variety of Non-Volatile Memory 
(NVM), has many advantages over SRAM, such as high density, low leakage power, and non-
volatility, but it consumes too much writing energy. This study evaluated a wide range of energy 
consumptions of a two-level cache using NVM partially on a mobile processor. Through a number 
of experimental evaluations, it was confirmed that the use of NVM partially in the two-level cache 
effectively reduces energy consumption significantly.     
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1. Introduction 

On-chip memories, such as cache or scratchpad 
memory, are used widely because they play important 
roles as an absorber in recent processor systems to mitigate 
a gap between the processor core and main memory. The 
most widely used on-chip memory is cache, and 
conventional cache consists of SRAM. SRAM has been 
the optimal memory for cache because it has high access 
speed, low access power and high endurance. On the other 
hand its leakage power is increasing as the technology 
node becomes smaller, which has become a serious 
concern in low-power systems. 

Non-Volatile Memory (NVM) not only holds data 
without a power source it consumes very low leakage 
power. It has many advantages over SRAM. In particular, 
Spin-Torque Transfer RAM (STT-RAM), which is a 
variety of NVM, has high access speed, high density and 
high endurance. STT-RAM, however, has very low writing 
performance in terms of energy consumption. Although it 

is called NVM, its characteristics follow that of STT-RAM. 
To the best of the author’s knowledge, there are no reports 
on NVM energy consumption evaluations using a wide 
range of applications with various cache configurations*. 
Such NVM energy consumption needs to be evaluated.  

In this paper, two-level cache and single-core processor 
were assumed to be on the same chip. A wide range of 
energy consumption of a two-level cache was also 
evaluated using STT-RAM-based NVM partially on a 
mobile processor. The use of NVM partially in two-level 
cache effectively reduces the overall energy consumption. 

The remainder of this paper is organized as follows: 
Section 2 describes the related works. Section 3 explains 
the target architecture and computation model to prepare 
an energy consumption evaluation. Section 4 shows the 
energy evaluation results running in a number of 
application programs and a wide variety of cache 
configurations. Finally, the last section reports the 
conclusions. 

 
 

* In [8], NVM cache energy consumption was evaluated on a single 
application program, and in [9] it was evaluated on three cache 
configurations. 
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2. Related Works 

This section summarizes several existing studies 
related to NVM and STT-RAM.  

Early Write Termination (EWT) is a technique to 
reduce the writing energy of STT-RAM [15]. Most parts of 
the bits are written on the same value that is already stored 
in the cache. These writing processes are redundant and an 
EWT circuit can terminate the redundant bit writing 
processes at their early stages. EWT can reduce the writing 
energy and dynamic by up to 80% and 67%, respectively. 

For storage-class memory, it is important to keep the 
data at room temperature for at least 10 years. On-chip 
memory, however, does not need to keep the data for some 
years, and keeping it for a few seconds is sufficient in 
many cases. In [11], a technique to reduce the writing 
current and relax the retention time was proposed. 

SRAM has high reading and writing access speeds and 
low reading and writing energy, but has high leakage 
power and low density. On the other hand, NVM, such as 
STT-RAM and PRAM have high density and low leakage 
power, but has a low writing access speed and high writing 
energy. Hybrid on-chip memory is a way of improving 
those disadvantages using the different characteristics of 
each memory. Introducing a hybrid Scratch-Pad Memory 
(SPM) by combining SRAM and NVM [4] realizes a 
larger capacity, lower leakage power, and lower writing 
energy than pure SRAM-based SPM. The use of a hybrid 
cache consists of SRAM and PRAM [6], and it also has 
better performance than a pure SRAM-based cache. 

3. Target Architecture 

The target architecture was assumed to be a single-core 
processor with a two-level cache. As shown in Fig. 1, a 
two-level cache has a L1 instruction cache (IL1) and L1 
data cache (DL1) as the first layer and L2 unified cache 
(UL2) as the second layer. The cache replacement policies 
were assumed to be LRU for IL1, LRU for DL1 and FIFO 
for UL2. Every level was also assumed to have a write-
through function. 

 
 

3.1 Using NVM for Cache 
Cache is accessed quite frequently because it has a role 

as a working space. The energy consumed by reading and 
writing on cache affects the dynamic energy. Conventional 
cache consists of SRAM because SRAM has low access 
energy and high endurance. On the other hand, the leakage 
power of SRAM increases as the technology node 
becomes smaller, and the static energy of cache also 
increases. Recently, static energy has become too large to 
ignore in SRAM. The use of NVM instead of SRAM as a 
cache architecture is one suitable choice because it has 
very low leakage power. 

STT-RAM, a form of NVM, is a promising option for 
next-generation cache. STT-RAM utilizes magnetic 
resistance to store data and spin-torque to write the logical 
value. STT-RAM has better performance than SRAM, 
such as fast reading and high endurance. Moreover, the 
leakage power of STT-RAM is quite small. On the other 
hand, STT-RAM consumes too much energy in a writing 
operation. For example, STT-RAM consumes 5 to 15 
times more energy than SRAM [2, 11, 12, 15]. 

3.2 Two-Level Cache Architecture Using 
Non-Volatile Memory 

Cache is accessed frequently as mentioned above, but 
frequency differs among the caches being used, such as 
IL1, DL1, and UL2. The upper cache is generally read or 
written more frequently than the lower cache and frequent 
cache access consumes dynamic energy. Because NVM 
consumes higher writing energy than SRAM, the dynamic 
energy consumption of NVM may become larger than that 
of SRAM. On the other hand, the static energy of NVM is 
exceedingly lower than that of SRAM, and then the use of 
NVM can improve the static energy consumption. The 
strategy to reduce the overall cache energy is to use a 
NVM-based cache to reduce the writing access. 

Data cache is being written frequently. If NVM is used 
as the data cache, its energy consumption might be 
increased because the writing energy is larger. The use of 
NVM as DL1 cache is not a suitable choice. 

On the other hand, the instruction cache is generally 
used only for reading because the program codes are fixed 
at the run-time. Although the writing energy of NVM is 
larger than that of SRAM, its effects can be smaller when 
NVM is used as an instruction cache. Moreover, the 
overall cache energy can be reduced using NVM as an 
instruction cache because NVM has low leakage power. 
The use of NVM to IL1 cache instead of SRAM can 
reduce the energy consumption. 

In the case of two-level cache, the size of the lower 
cache is generally larger than that of the upper one and the 
frequency of cache access to the lower cache is less than 
that of the upper one. Regardless of the access frequency, 
the leakage power becomes larger as the cache size 
becomes larger. Accordingly, the leakage power of the 
lower cache can be larger than that of the upper cache. 
Because NVM has very low leakage power, it should be 
possible to reduce leakage power significantly using NVM 
instead of SRAM to the lower cache. The use of NVM as 
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Fig. 1. SRAM-based cache architecture. 
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the UL2 cache instead of SRAM can reduce energy 
consumption.  

Based on these discussions, three cache architectures 
were assumed, as shown in Figs. 1 and 2. Fig. 1 shows 
conventional SRAM-based cache architecture. SRAM-
based UL2 cache is replaced with NVM-based UL2 cache, 
as shown in Fig. 2(a). A NVM-based cache (Type I) 
architecture is achieved because the frequency of UL2 
cache access is less than that of IL1 or DL1 cache, and the 
leakage power of UL2 cache is larger than that of IL1 or 
DL1 cache. Fig. 2(b) illustrates the situation where 
SRAM-based IL1 and UL2 caches is replaced with NVM-
based caches. A NVM-based cache (Type II) architecture is 
produced because a change in a program code basically 
would not occur when the program is running. 

3.3 Cache Parameters 
Cache can be characterized by its number of sets, block 

size and associativity, and can be written as (s, b, a), where 
s stands for the number of sets, b stands for the block size 
in bytes, and a stands for its associativity. The 
performance of cache, such as latency and energy 
consumption can be determined by (s, b, a).  

Each of the three cache architectures, SRAM-based 
cache, NVM-based cache (Type I) and NVM-based cache 
(Type II), has a two-level cache architecture consisting of 
three caches, IL1, DL1 and UL2. They can be written as c 
= ((si, bi, ai), (sd, bd, ad), (s2, b2, a2)), where (si, bi, ai) stands 
for the IL1 cache, (sd, bd, ad) stands for the DL1 cache and 
(s2, b2, a2) stands for the UL2 cache. The capacity of the 
two-level cache can be expressed as C(c) = (si´ bi´ ai, 
sd´ bd´ ad, s2´ b2´ a2). Note that even if there are two 
caches whose capacities are the same, their cache 
performance cannot be the same because each of the cache 
parameters is different from each other. 

3.4 Energy Computation Model 
Consider the dynamic and static energy of every single 

cache that comprises the two-level cache when running a 
single application. The dynamic energy can be calculated 
by the product of the energy for each reading or writing 
memory access and the number of its accesses. The static 
energy depends on the leakage power and application run-
time. 

Multi-level cache can be considered a set of single 
cache. The energy consumption of multi-level cache is the 
sum of the energy of each single cache. The two-level 
cache consists of three caches, IL1, DL1, and UL2. The 
total energy E of the two-level cache is expressed by Eq. 
(1): 

 
 E = EIL1 + EDL1 + EUL2                           (1) 

 
where EIL1 stands for the IL1 cache energy, EDL1 stands for 
the DL1 cache energy, and EUL2 stands for the UL2 cache 
energy. 

3.4.1 Energy computation of IL1 cache  
EIL1 was computed using Eq. (2): 
 

 EIL1 = ER,IL1 ´  NI,H,IL1             
        + EW,IL1 ´  NI,M,IL1 
        + Pleak,IL1 ´  Ttotal                             (2) 

 
where ER,IL1 stands for the reading access energy of the IL1 
cache, EW,IL1 stands for the writing access energy of the 
IL1 cache, Pleak,IL1 stands for the leakage power of the IL1 
cache, NI,H,IL1 stands for the number of cache hits on the 
IL1 cache, NI,M,IL1 stands for the number of cache misses 
on the IL1 cache, and Ttota1 stands for the total cache 
access time, which will be described in Section 3.4.4. 

Fig. 3(a) shows the cache energy, which is composed 
of the instruction memory accesses and requires dynamic 
energy at the gray boxes in Fig. 3(a). In the case of the 
instruction accesses, a processor core accesses the IL1 
cache at first. If a cache hit occurs on the IL1 cache, the 
reading energy of IL1 is needed to read the data from the 
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(b) NVM-based cache architecture (Type 
II): SRAM-based IL1 and UL2 caches are 

replaced with NVM.
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(a) NVM-based cache architecture (Type 
I): SRAM-based UL2 cache is replaced 

with NVM.
 

Fig. 2. NVM-based cache architectures. 
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IL1 cache shown by the first term in Eq. (2). If we have a 
cache miss on the IL1 cache, the processor core accesses 
the UL2 cache and the writing energy of the IL1 cache for 
data replacement shown by the second term in Eq. (2) is 
needed. If a cache miss occurs on the UL2 cache, the 
processor core accesses the main memory and the writing 
energy of UL2 cache is needed for data replacement. The 
static energy of the IL1 cache is not dependent on the 
memory accesses but can be calculated using the product 
of the IL1 leakage power Pleak,IL1 and the total cache access 
time Ttotal shown by the third term in Eq. (2).  

 
(a) Memory parameter computation 
The parameters used in Eq. (2) can be calculated as 

follows. A single cache, which has (s, b, a) as the cache 
parameters, was assumed. The performance parameters 
(ER,IL1, EW,L1, Pleak,IL1) of the SRAM caches were calculated 
using CACTI [10]. The technology node used was 45 nm. 
The access time of the main memory for reading and 
writing was 19.5 ns [5]. 

The performance parameters of NVM was calculated 
as follows: The leakage power of the NVM cache was 
assumed to be zero [13], and the performance parameters 
other than the writing energy, such as reading energy, 
reading latency, and writing latency, were equal to its 
corresponding SRAM cache. 

To characterize NVM, a writing energy degradation 
factor p, where p shows how much writing energy is 
consumed by NVM cache compared to its corresponding 
SRAM cache, is introduced. For example, it was assumed 
that a particular SRAM has a writing energy of 1.0 pJ and 
the NVM cache, which has the same cache parameter as 
the SRAM cache and a writing energy degradation factor p 
of 10. The NVM cache has the writing energy 
consumption of 1.0pJ´10=10pJ. To count the number of 
cache hits and misses (NI,H,IL1, NI,M,IL1), a very fast cache 

configuration simulator was simulated [14]. 

3.4.2 Energy computation of DL1 cache  
EDL1 is computed using Eq. (3): 
 

 EDL1 = ER,DL1 ´  NR,H,DL1                                          
         + EW,DL1 ´  NR,M,DL                               1 
         + EW,DL1 ´  (NW,H,DL1 + NW,M,DL1) 
         + Pleak,DL1 ´  Ttotal                              (3) 

 
where ER,DL1 is the reading access energy of DL1 cache, 
EW,DL1 is the writing access energy of DL1, Pleak,DL1 is the 
leakage power of DL1, NR,H,DL1 is the number of cache hits 
of data reading access on DL1, NR,M,DL1 is the number of 
cache misses of data reading access on DL1 cache, 
NW,H,DL1 is the number of cache hits of data writing access 
on DL1, NW,M,DL1 is the number of cache misses of data 
writing access on the DL1 cache, and Ttotal is the total 
cache access time. 

Figs. 3(b) and (c) show the cache energy consumed by 
the data memory accesses and the required dynamic 
energy at gray boxes.  

In the case of data memory access, a processor core 
accesses the DL1 cache first. Two types of data memory 
accesses exist: data reading access and data writing access. 
Fig. 3(b) shows the cache energy consumed by data 
reading accesses. In a data reading access, if there is a data 
reading cache hit on the DL1 cache, the reading energy of 
DL1 cache is needed to read the data from DL1 cache 
shown by the first term in Eq. (3). If the data reading cache 
miss on DL1 cache occurs, the processor core accesses the 
UL2 cache and the writing energy of DL1 cache is 
required for data replacement, as shown by the second 
term in Eq. (3). If we have a cache miss on the UL2 cache, 
the processor core accesses the main memory and the 

(b) A case of data reading access. (c) A case of data writing access.
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Fig. 3. Energy computation procedure of the two-level cache. 
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writing energy of UL2 cache is needed for data 
replacement. Fig. 3(c) shows the cache energy consumed 
by data writing accesses. In a data-writing access, the 
writing energy of DL1 cache is required regardless of the 
cache hit or miss shown by the third term in Eq. (3) 
because it is assumed that every level has a write-through 
function. The static energy of the DL1 cache is not 
dependent on the memory accesses but it can be calculated 
by the product of the DL1 leakage power Pleak,DL1 and the 
total cache access time Ttotal shown by the fourth term in 
Eq. (3). 

The performance parameters of DL1 cache can be 
calculated in a similar way as the IL1 cache. 

3.4.3 Energy computation of UL2 cache  
EUL2 is computed by Eq. (4): 
 

 EUL2 = ER,UL2 ´  NI,H,UL2                                              
         + EW,UL2 ´  NI,M,UL2                                  
         + ER,UL2 ´  NR,H,UL2                                  
         + EW,UL2 ´  NR,M,UL2                                 
         + EW,UL2 ´  (NW,H,DL1 + NW,M,DL1) 
         + Pleak,UL2 ´  Ttotal                                      (4) 

 
where ER,UL2 is the reading access energy of the UL2 cache, 
EW,UL2 is the writing access energy of UL2, Pleak,UL2 is the 
leakage power of UL2, NI,H,UL2 is the number of instruction 
cache hits on UL2, NI,M,UL2 is the number of instruction 
cache misses on the UL2 cache, NR,H,UL2 is the number of 
cache hits of data reading access on UL2, NR,M,UL2 is the 
number of cache misses of data reading access on the UL2 
cache, NW,H,DL1 is the number of cache hits of data writing 
access on DL1, NW,M,DL1 is the number of cache misses of 
data writing access on the DL1 cache, and Ttotal is the total 
cache access time. 

In the case of UL2 cache accesses, a cache miss 
already occurs on the IL1 or DL1 cache. It has similar 
behavior to IL1 or DL1 cache other than data writing 
access. Now there are three types of memory access: 
instruction access, data reading access and data writing 
access. 

In the case of instruction accesses, a processor core 
accesses the IL1 cache at first, but there is a cache miss on 
the IL1 cache and the processor core accesses the UL2 
cache. Fig. 3(a) shows the cache energy consumed by 
instruction memory accesses, and dynamic energy is 
required at the gray boxes in Fig. 3(a). If there is a cache 
hit on the UL2 cache, the reading energy of the UL2 cache 
is needed to read the data from the UL2 cache shown by 
the first term in Eq. (4). If there is a cache miss on the UL2 
cache, the processor core accesses the main memory and 
writing energy of UL2 cache is required for data 
replacement shown by the second term in Eq. (4). 

In the case of data reading access, a processor core 
accesses the DL1 cache first, but there is a cache miss on 
the DL1 cache, and the processor core accesses the UL2 
cache. Fig. 3(b) shows the cache energy consumed by data 
reading access and dynamic energy is needed at the gray 
boxes in Fig. 3(b). If there is a cache hit on the UL2 cache, 
the reading energy of the UL2 cache is needed to read data 

from UL2 cache shown by the third term in Eq. (4). If 
there is a cache miss on the UL2 cache, the processor core 
accesses the main memory and the writing energy of UL2 
cache is needed for data replacement, as shown by the 
fourth term in Eq. (4). 

In the case of the data writing access, a processor core 
accesses the DL1 cache first, similar to the data reading 
access. Fig. 3(c) shows the cache energy consumed by data 
writing accesses and dynamic energy is required at the 
gray boxes in Fig. 3(c). In data writing access, writing 
access to the UL2 cache is needed when there is a data 
writing miss on the DL1 cache. Because it was assumed 
that every level has a write-through function, writing 
access to UL2 cache is needed, even when there is a data 
writing hit on the DL1 cache shown by the fifth term in Eq. 
(4). The static energy of the UL2 cache is not dependent 
on memory access but can be calculated by the product of 
UL2 leakage power, Pleak,UL2, and the total cache access 
time Ttotal shown by the sixth term in Eq. (4). 

The performance parameters of the UL2 cache can be 
calculated in a similar way as the IL1 or DL1 cache. 

3.4.4 Access time computation 
The total cache access time Ttotal can be calculated by 

summing up the access times of each cache. Eq. (5) shows 
the total cache access time Ttotal: 

 
 Ttotal = TI + TD,R + TD,W (5) 

 
where TI is the total access time required for instruction 
memory access, TD,R is the total access time required for 
data reading memory access, and TD,W is the total access 
time required for data writing memory access. 

In a two-level cache, the upper cache is accessed first. 
If there is a cache hit in the upper cache, the data is 
retrieved from there. If there is a cache miss in the upper 
cache, the lower cache or main memory is accessed. 

Eq. (6) shows the total access time TI required for the 
instruction memory access (see Fig. 4(a)): 

 
 TI = TR,IL1 ´  NI,H,IL1               
     + TR,UL2 ´  NI,H,UL2  
     + TR,MM ´  NI,M,UL2                           (6) 

 
where TR,IL1 is the single access time for the IL1 cache, 
TR,UL2 is the single access time for the UL2 cache, and 
TR,MM is the single access time for the main memory. TR,MM 
= 19.5 ns was used [5]. 

Eq. (7) shows the access time TD,R needed for data 
reading memory access (see Fig. 4(b)): 

 
 TD,R = TR,DL1 ´  NR,H,DL1           
        + TR,UL2 ´  NR,H,UL2 
        + TR,MM ´  NR,M,UL2                          (7) 

 
where TR,DL1 is the single reading access time for the DL1 
cache, TR,UL2 is the single reading access time for the UL2 
cache, and TW,MM is the single reading access time for the 
main memory. TR,MM = 19.5 ns was also used [5]. 

Eq. (8) shows the total access time TD,W needed for data 
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writing memory access (see Fig. 4(c)): 
 

 TD,W = TW,DL1 ´  NW,H,DL1           
        + TW,UL2 ´  NW,H,UL2 
        + TW,MM ´  NW,M,UL2                         (8) 

 
where TW,DL1 is the single writing access time for the DL1 
cache, TW,UL2 is the single writing access time for the UL2 
cache, and TW,MM is the single writing access time for the 
main memory. TW,MM = 19.5 ns was also used [5]. 

As shown in Fig. 4, Ttotal shows the total memory 
access time of running some applications, which must be 
shorter than the application running time. The static energy 
of SRAM depends only on its running time not on the 
cache hits or misses. The larger its running time, the more 
static energy it consumes. Because NVM cuts off almost 
all the static energy, NVM will overcome SRAM more if 
the running time is longer. If Ttotal is used as the lower 
bound of the application running time and the NVM cache 
is evaluated, there will be a very fair comparison between 
SRAM cache and NVM cache. 

Note that the time required for write-through was 
ignored because it was assumed that there is a write buffer 
for write-through in the access time computation model. 

4. Simulations and Evaluations  

This section describes two energy evaluations: an 
energy consumption evaluation for a range of applications, 
and energy consumption evaluation for when the writing 
energy of NVM is changed. 

4.1 Setup 
The energy and access time of our two-level cache was 

simulated as follows: 

(1) Calculate the energy and latency per access for 
SRAM cache. 

(2) Estimate the energy and latency per access for 
NVM cache. 

(3) Obtain the memory access trace data when running 
an application program. 

(4) Count the number of cache hits and misses. 
(5) Calculate the total energy of the two-level caches. 
 
Step 1 is to calculate the energy and latency per access 

for the SRAM cache. The SRAM cache was assumed to 
have several cache parameters, the energy and latency 
could then be obtained using CACTI 6.5 [10]. Step 2 is to 
estimate the energy and latency per access for the NVM 
cache. The performance parameters of the NVM cache 
were estimated based on the SRAM cache and the writing 
energy degradation factor p, as described in Section 3.4.1 
(a). Step 3 is to obtain the memory access trace data. 
Memory access trace data is needed to have cache hits and 
misses. SimpleScalar/PISA 3.0d [1] was used to obtain 
memory access trace data for several practical application 
programs in MediaBench [7]. Step 4 counts the number of 
cache hits and misses. To calculate the energy and access 
time of the two-level cache, it is important to count the 
number of hits and misses for each cache. The fast cache 
configuration simulator [14] was used to count the cache 
hits and misses. Step 5 calculates the total energy of the 
two-level cache. Because sufficient energy, the latency per 
access of SRAM and NVM (Steps 1 and 2), and the 
number of cache hits and misses (Step 4) can be obtained, 
the dynamic energy of the cache can be calculated from 
the product of energy per access and the number of 
accesses. The static energy of the cache can be also 
calculated by the product of the leakage power and the 
total cache access time. The processes of the calculations 
above are described in Sections 3.4.1 to 3.4.4. The leakage 
power can also be determined using CACTI [10]. 

(b) A case of data reading access. (c) A case of data writing access.
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Fig. 4. Access time computation procedure of two-level cache. 
 



Matsuno et al.: Energy Consumption Evaluation for Two-Level Cache with Non-Volatile Memory Targeting Mobile Processors  

 

232

4.2 Energy Consumption Evaluation for 
Various Applications 

In this experiment, the applications were ADPCM(D), 
ADPCM(E), EPIC(D), EPIC(E), G721(D), G721(E), 
JPEG(D), JPEG(E), MPEG2(D) and MPEG2(E) from 
MediaBench [7]. Based on the Intel ATOM processor [3], 
seven cache parameters c1, c2, c3, c4, c5, c6, and c7 were 
prepared, as shown in Table 1. Cache c2 has smaller IL1 
and DL1 caches than cache c1, and cache c3 has larger IL1 
and DL1 caches than cache c1. Cache c4 has smaller IL1 
and DL1 caches and a larger UL2 cache than cache c1. 
Cache c5 has a smaller UL2 cache than cache c1, and cache 
c6 has a larger UL2 cache than cache c1. Cache c7 has 
larger IL1 and DL1 caches, and a smaller UL2 cache than 
cache c1. 

Using the cache parameter, c1, as shown in Table 1, 
and the writing energy degradation factor, p = 10, Fig. 5 
compares the energy between the SRAM-based cache and 
the NVM-based cache (Type I), and Fig. 6 compares the 
cache energy between the SRAM-based cache and NVM-
based cache (Type II). In these figures, the horizontal axes 
show the name of the application and the vertical axes 
show the normalized cache energy consumption. As shown 
in Fig. 5, the static energy of the UL2 cache ranged from 
77.3% to 80.8 %, and could be reduced to zero in the 
NVM-based cache (Type I) using NVM instead of SRAM 
for UL2 cache. In the case of the NVM-based cache (Type 
I), the dynamic energy of UL2 cache increased 
approximately 10 times larger than that in the SRAM-based 
cache. In the NVM-based cache (Type I), the energy 
consumption ranged from 19.1% to 75.4% using NVM for 
the UL2 cache even when writing energy of NVM was 10 
times larger than that of SRAM (i.e. the writing energy 
degradation factor p = 10). As shown in Fig. 6, static 
energy and dynamic energy of UL2 cache are the same as 
the NVM-based cache (Type I) described before. The static 
energy of IL1 cache ranged from 5.2% to 5.4%, and could 
be reduced to zero in the NVM-based cache (Type II) using 
NVM instead of SRAM for the IL1 and UL2 caches. In the 
NVM-based cache (Type II), the energy consumption could 
be reduced from 34.0% to 80.8% as a total using NVM for 
the IL1 and UL2 caches even when the writing energy of 
NVM is 10 times larger than that of SRAM (i.e., p = 10). 

Using the cache parameter, c2, as shown in Table 1, 
and p = 10, Fig. 7 shows the cache energy comparison 
between the SRAM-based cache and NVM-based cache 
(Type I) and Fig. 8 shows the cache energy comparison 
between the SRAM-based cache and NVM-based cache 
(Type II). As shown in Fig. 7, the static energy of the UL2 
cache ranged from 81.5% to 86.1%, and could be reduced 
to zero in the NVM-based cache (Type I) using NVM 
instead of SRAM for the UL2 cache. In the case of the 
NVM-based cache (Type I), the dynamic energy of the 
UL2 cache increased approximately 10 times larger than 
that in the SRAM-based cache. In the NVM-based cache 
(Type I), the energy consumption could be reduced from 
24.2% to 79.5% as a total using NVM for the UL2 cache 
even when the writing energy of NVM was 10 times larger 
than that of SRAM (i.e., p = 10). As shown in Fig. 8, the 
static energy and dynamic energy of the UL2 cache were 

the same as the NVM-based cache (Type I) described 
before. The static energy of the IL1 cache occupies from 
2.8% to 2.9%, and can be reduced to zero in the NVM-
based cache (Type II) using NVM instead of SRAM for 
the IL1 and UL2 caches. In the NVM-based cache (Type 
II), the energy consumption could be reduced from 26.4% 
to 82.4% using NVM for the IL1 and UL2 caches even 
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Fig. 5. Energy computation evaluation (SRAM-based 
cache vs. NVM-based cache (Type I) on c1). 
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Fig. 6. Energy computation evaluation (SRAM-based 
cache vs. NVM-based cache (Type II) on c1). 
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Fig. 7. Energy computation evaluation (SRAM-based 
cache vs. NVM-based cache (Type I) on c2). 
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when writing energy of NVM was 10 times larger than that 
of SRAM (i.e., p = 10). 

When the cache parameter c3, was used, as shown in 
Table 1 and p = 10, Fig. 9 shows the cache energy 
comparison between the SRAM-based cache and NVM-
based cache (Type I) and Fig. 10 shows the cache energy 
comparison between the SRAM-based cache and the NVM-
based cache (Type II). As shown in Fig. 9, the static 
energy of the UL2 cache ranged from 69.8% to 72.0%, and 
could be reduced to zero in the NVM-based cache (Type I) 

using NVM instead of SRAM for UL2 cache. In the case 
of the NVM-based cache (Type I), the dynamic energy of 
the UL2 cache increased approximately 10 times larger 
than that in the SRAM-based cache. In the NVM-based 
cache (Type I), the energy consumption could be reduced 
from 33.0% to 68.1% using NVM for the UL2 cache, even 
when the writing energy of NVM was 10 times larger than 
that of SRAM (i.e., p = 10). As shown in Fig. 10, the static 
energy and dynamic energy of UL2 cache were the same 
as the NVM-based cache (Type I) described previously. 
The static energy of IL1 cache ranged from 9.3% to 9.6%, 
and could be reduced to zero in the NVM-based cache 
(Type II) using NVM instead of SRAM for IL1 and UL2 
caches. In the NVM-based cache (Type II), the energy 
consumption could be reduced from 42.1% to 77.7% as a 
total using NVM for IL1 and UL2 caches even when the 
writing energy of NVM was 10 times larger than that of 
SRAM (i.e., p = 10). 

Using the cache parameter c4, as shown in Table 1, and 
p = 10, Fig. 11 shows the cache energy comparison 
between the SRAM-based cache and the NVM-based cache 
(Type I), and Fig. 12 shows the cache energy comparison 
between the SRAM-based cache and the NVM-based cache 
(Type II). As shown in Fig. 11, the static energy of the 
UL2 cache ranged from 87.0% to 92.2%, and could be 
reduced to zero in the NVM-based cache (Type I) using 
NVM instead of SRAM for the UL2 cache. In the case of 
the NVM-based cache (Type I), the dynamic energy of the 
UL2 cache increased to approximately 10 times larger than 
that in the SRAM-based cache. In the NVM-based cache 
(Type I), the energy consumption could be reduced from 
30.5% to 85.6% using NVM for the UL2 cache even when 
the writing energy of NVM was 10 times larger than that 
of SRAM (i.e. p = 10). As shown in Fig. 12, the static 
energy and dynamic energy of the UL2 cache were the 
same as the NVM-based cache (Type I) described 
previously. The static energy of the IL1 cache ranged from 
1.5% to 1.6%, and could be reduced to zero in the NVM-
based cache (Type II) using NVM instead of SRAM for 
the IL1 and UL2 caches. In the NVM-based cache (Type 
II), the energy consumption could be reduced from 31.7% 
to 87.2% as a total using NVM for the IL1 and UL2 caches 
even when the writing energy of NVM was 10 times larger 
than that of SRAM (i.e., p = 10). 

Using a cache parameter of c5, as shown in Table 1, 
and p = 10, Fig. 13 shows the cache energy comparison 
between the SRAM-based cache and NVM-based cache 

Table 1. Experimental Parameters. 

Cache parameters Cache size 

c1 = ((256, 64, 2), (256, 64, 2), (256, 256, 8)) C(c1) = (32 KB, 32 KB, 512 KB) 

c2 = ((256, 32, 2), (256, 32, 2), (256, 256, 8)) C(c2) = (16 KB, 16 KB, 512 KB) 

c3 = ((256, 128, 2), (256, 128, 2), (256, 256, 8)) C(c3) = (64 KB, 64 KB, 512 KB) 

c4 = ((256, 32, 2), (256, 32, 2), (256, 256, 16)) C(c4) = (16 KB, 16 KB, 1024 KB) 

c5 = ((256, 64, 2), (256, 64, 2), (256, 128, 8)) C(c5) = (32 KB, 32 KB, 256 KB) 

c6 = ((256, 64, 2), (256, 64, 2), (256, 256, 16)) C(c6) = (32 KB, 32 KB, 1024 KB) 

c7 = ((256, 128, 2), (256, 128, 2), (256, 128, 8)) C(c7) = (64 KB, 64 KB, 256 KB) 
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Fig. 8. Energy computation evaluation (SRAM-based 
cache vs. NVM-based cache (Type II) on c2). 
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Fig. 9. Energy computation evaluation (SRAM-based 
cache vs. NVM-based cache (Type I) on c3). 
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(Type I), and Fig. 14 shows the cache energy comparison 
between SRAM-based cache and the NVM-based cache 
(Type II). As shown in Fig. 13, the static energy of UL2 
cache ranged from 67.1% to 69.1%, and could be reduced 
to zero in the NVM-based cache (Type I) using NVM 
instead of SRAM for the UL2 cache. In the case of the 
NVM-based cache (Type I), the dynamic energy of the 

UL2 cache increased approximately 10 times more than 
that in the SRAM-based cache. In the NVM-based cache 
(Type I), the energy consumption could be reduced from 
33.0% to 64.1% using NVM for the UL2 cache even when 
the writing energy of NVM was 10 times larger than that 
of SRAM (i.e., p = 10). As shown in Fig. 14, the static 
energy and the dynamic energy of UL2 cache were the 
same as the NVM-based cache (Type I) described 
previously. The static energy of the IL1 cache ranged from 
8.6% to 8.9%, and could be reduced to zero in the NVM-
based cache (Type II) using NVM instead of SRAM for 
the IL1 and UL2 caches. In the NVM-based cache (Type 
II), the energy consumption could be reduced from 31.1% 
to 72.9% using NVM for the IL1 and UL2 caches even 
when the writing energy of NVM was 10 times larger than 
that of SRAM (i.e., p = 10). 

Using the cache parameter c6, as shown in Table 1, and 
p = 10, Fig. 15 shows the cache energy comparison 
between the SRAM-based cache and the NVM-based cache 
(Type I), and Fig. 16 shows the cache energy comparison 
between the SRAM-based cache and the NVM-based cache 
(Type II). As shown in Fig. 15, the static energy of UL2 
cache ranged from 84.9% to 89.1%, and could be reduced 
to zero in the NVM-based cache (Type I) using NVM 
instead of SRAM for UL2 cache. In the case of the NVM-
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Fig. 13. Energy computation evaluation (SRAM-based 
cache vs. NVM-based cache (Type I) on c5). 
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Fig. 14. Energy computation evaluation (SRAM-based 
cache vs. NVM-based cache (Type II) on c5). 
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Fig. 10. Energy computation evaluation (SRAM-based 
cache vs. NVM-based cache (Type II) on c3). 
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Fig. 11. Energy computation evaluation (SRAM-based 
cache vs. NVM-based cache (Type I) on c4). 
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Fig. 12. Energy computation evaluation (SRAM-based 
cache vs. NVM-based cache (Type II) on c4). 
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based cache (Type I), the dynamic energy of UL2 cache 
increased approximately 10 times more than that in the 
SRAM-based cache. In the NVM-based cache (Type I), the 
energy consumption could be reduced from 36.0% to 
83.6% using NVM for the UL2 cache even when the 
writing energy of NVM was 10 times more than that of 
SRAM (i.e., p = 10). As shown in Fig. 16, the static energy 
and dynamic energy of the UL2 cache were the same as 
the NVM-based cache (Type I) described previously. The 
static energy of IL1 cache occupies from 2.9% to 3.0%, 
and it can be reduced to zero in the NVM-based cache 
(Type II) using the NVM instead of SRAM for IL1 and 
UL2 caches. In the NVM-based cache (Type II), the energy 
consumption could be reduced from 38.7% to 86.6% as a 
total using NVM for IL1 and UL2 caches even when the 
writing energy of NVM was 10 times larger than that of 
SRAM (i.e., p = 10). 

Using the cache parameter c7, as shown in Table 1, and 
p = 10, Fig. 17 compares the cache energy of the SRAM-
based cache and the NVM-based cache (Type I), and Fig. 
18 compares the cache energy of the SRAM-based cache 
and the NVM-based cache (Type II). As shown in Fig. 17, 
the static energy of the UL2 cache ranged from 56.5% to 
57.7%, and could be reduced to zero in the NVM-based 

cache (Type I) using NVM instead of SRAM for UL2 
cache. In the case of the NVM-based cache (Type I), the 
dynamic energy of the UL2 cache increased approximately 
10 times more than that in the SRAM-based cache. In the 
NVM-based cache (Type I), the energy consumption could 
be reduced from 25.0% to 54.2% overall using NVM for 
the UL2 cache even when the writing energy of NVM was 
10 times larger than that of SRAM (i.e. the writing energy 
degradation factor p = 10). As shown in Fig. 18, the static 
energy and dynamic energy of the UL2 cache were the 
same as the NVM-based cache (Type I) described 
previously. The static energy of the IL1 cache ranged from 
14.3% to 14.6%, and could be reduced to zero in the NVM-
based cache (Type II) using NVM instead of SRAM for 
the IL1 and UL2 caches. In the NVM-based cache (Type 
II), the energy consumption could be reduced from 29.1% 
to 68.8% using NVM for the IL1 and UL2 caches even 
when the writing energy of NVM was 10 times larger than 
that of SRAM (i.e., p = 10). 

The experimental results suggest that, even if the 
writing energy of NVM is 10 times larger than SRAM, the 
NVM-based caches can reduce their energy consumption 
over the SRAM-based caches.  
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Fig. 17. Energy computation evaluation (SRAM-based 
cache vs. NVM-based cache (Type I) on c7). 
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Fig. 18. Energy computation evaluation (SRAM-based 
cache vs. NVM-based cache (Type II) on c7). 
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Fig. 15. Energy computation evaluation (SRAM-based 
cache vs. NVM-based cache (Type I) on c6). 
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Fig. 16. Energy computation evaluation (SRAM-based 
cache vs. NVM-based cache (Type II) on c6). 
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4.3 Energy Consumption Evaluation 
Changing NVM Writing Energy 

This section shows the energy consumption evaluation 
when the writing energy degradation factor p which is used 
to estimate NVM writing energy, is changed. In this 
experiment, the applications used were ADPCM(E) and 
MPEG2(E). Based on the Intel ATOM processor [3], the 
cache parameters c1 was used, as shown in Table 1. 

Figs. 19 and 20 show the cache energy consumption of 
ADPCM(E) when varying the writing energy degradation 
factor p. In these figures, the horizontal axes show the 
writing energy degradation factor p and the vertical axes 
show the ratio of energy consumption when it was 
assumed that the energy consumption of both NVM-based 
caches (Type I and Type II) corresponding to their SRAM-
based cache to be 100%. The static energy of the UL2 
cache in the SRAM-based cache was 80.8% and could be 
reduced to zero in both NVM-based caches (Type I and 
Type II). The static energy of the IL1 cache in the SRAM-
based cache architecture occupied 5.4% and could be 
reduced to zero in the NVM-based cache (Type II). On the 
other hand, as the writing energy degradation factor p 
increased, the dynamic energy of UL2 cache increased 

from 0.6% to 6.0% in both NVM-based caches (Type I and 
Type II). The dynamic energy of the IL1 cache also 
increased slightly, by 0.6%, but the ratio did not change. 

Figs. 20 and 21 show the cache energy consumption of 
MPEG(E) when varying the writing energy degradation 
factor p. The static energy of the UL2 cache in the SRAM-
based cache was 77.3% and could be reduced to zero in 
both NVM-based caches (Type I and Type II). The static 
energy of the IL1 cache in the SRAM-based cache was 
5.4% and could be reduced to zero in the NVM-based 
cache (Type II). On the other hand, as the writing energy 
degradation factor p increases, the dynamic energy of UL2 
cache increased from 5.6% to 53.7% in both NVM-based 
caches (Type I and Type II). The dynamic energy of IL1 
cache also increased from 5.18% to 5.50%. 

Overall, these results revealed the effectiveness of 
using NVM caches for a two-level cache architecture, even 
when the writing energy degradation factor p = 10.  

5. Conclusion  

NVM has some advantages over SRAM, such as a low 
leakage power or non-volatility, but it incurs high writing 
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Fig. 19. Energy computation evaluation (ADPCM(E) and NVM based cache (Type I) on c1). 
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Fig. 20. Energy computation evaluation (ADPCM(E) and NVM based cache (Type II) on c1). 
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Fig. 21. Energy computation evaluation (MPEG2(E) and NVM based cache (Type I) on c1). 
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Fig. 22. Energy computation evaluation (MPEG2(E) and NVM based cache (Type II) on c1). 

energy. This study assumed a two-level cache using NVM 
partially and evaluated its energy consumption. 

Even if the NVM writing energy is 10 times larger than 
that of SRAM, the NVM-based caches can reduce their 
energy consumption over SRAM-based caches. Because 
embedded systems or mobile systems normally have a 
large standby time, they can be ignored. NVM is expected 
to be one of the most significant options for future cache 
architectures. 

NVM-based caches can reduce the high leakage power, 
but they can increase the dynamic energy of the writing 
operation. Overall, they are effective in energy saving to 
use NVM partially in caches. 
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