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Abstract: Large gains in speech intelligibility can be obtained using the SNR-based binary mask 
approach. This approach retains the time-frequency (T-F) units of the mixture signal, where the 
target signal is stronger than the interference noise (masker) (e.g., SNR > 0 dB), and removes the T-
F units, where the interfering noise is dominant. This paper introduces two alternative binary masks 
based on the distortion constraints to improve the speech intelligibility. The distortion constraints 
are induced by a gain function for estimating the short-time spectral amplitude. One binary mask is 
designed to retain the speech underestimated T-F units while removing the speech overestimated T-
F units. The other binary mask is designed to retain the noise overestimated T-F units while 
removing noise underestimated T-F units. Listening tests with oracle binary masks were conducted 
to assess the potential of the two binary masks in improving the intelligibility. The results 
suggested that the two binary masks based on distortion constraints can provide large gains in 
intelligibility when applied to noise-corrupted speech.   
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1. Introduction 

Despite the substantial advances in the development of 
methods for suppressing of background noise and 
improving the speech quality with a single microphone, 
there has been less progress in designing algorithms that 
can improve the speech intelligibility [1, 2]. Recent studies 
with normal-hearing listeners reported large gains in 
speech intelligibility using the SNR-based ideal binary 
mask technique [3, 4]. The binary mask was designed to 
leave the time-frequency (T-F) units untouched, where the 
target speech dominates the masker (noise), and discard 
the T-F units, where the masker is dominant over the target 
speech. Whether the target speech or masker is dominant is 
determined by examining the local SNR in each T-F unit. 
That is, if a local SNR at a T-F unit is greater than a pre-
determined threshold, the T-F unit is considered to be a 
target-dominant region and the binary mask at this T-F unit 
is set to “1”. In a previous study [5], the SNR-based binary 

mask was estimated using a Bayesian classifier and the 
potential of the binary mask-based noise reduction for 
improving the speech intelligibility in noise was reported. 

A different mask can alternatively be constructed by 
imposing constraints on speech or noise distortion after 
estimating the speech or noise magnitude [6, 7]. These 
masks do not rely on the SNR criterion and are different 
from the SNR-based binary mask in that the retained T-F 
units are multiplied by a gain function used in noise 
reduction techniques. Therefore, when a gain function is 
applied to a noisy spectrum, the resulting spectral 
amplitudes can be smaller than the true spectral amplitudes, 
i.e. attenuation distortion is introduced, or can be larger, 
resulting in amplification distortion. In the same manner, 
the noise spectral magnitudes are estimated and the effects 
of the noise spectrum over- or under-estimation can be 
examined. 

To evaluate the binary masks based on the speech/noise 
spectrum overestimation/underestimation in view of 
intelligibility, listening tests were conducted with normal-
hearing listeners. The results of the listening tests 
suggested that the binary mask based on a speech 
underestimation or noise overestimation constraint can 
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Fig. 1. Block diagram of the procedure for constructing the binary mask based on speech constraints. 
 

Fig. 2. Block diagram of the procedure for constructing the binary mask based on noise constraints. 

 
 

improve substantially the speech intelligibility for speech 
waveform corrupted by background noise at low SNR 
levels. 

2. SNR-based binary mask 

SNR-based binary mask can be implemented by 
applying time-frequency analysis and selecting only the T-
F units satisfying the following: 

 

 
( , )      if  ( , )ˆ ( , )

0        else
IY k t SNR k t

X k t
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= ⎨
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where , ( , )Y k t ˆ ( , )X k t and  denote the noisy 
signal, binary masked signal, and instantaneous SNR at 
time frame t and frequency bin k, respectively. Typical 
values for the threshold 

( , )ISNR k t

γ  range from 0 dB to -20 dB [4]. 
The number of T-F units retained increases with 
decreasing threshold, which produces a more conservative 
mask with less distortion. In principle, the original 
unprocessed mixture corresponds to a binary masked 
signal with a SNR threshold of −∞ . On the other hand, 
increasing the threshold reduces the total number of T-F 

units retained. 
The SNR criterion has been used extensively in 

computational auditory scene analysis (CASA) studies [8], 
and the SNR-based binary mask was proposed as a 
computational goal for CASA [9]. 

Large gains in intelligibility have been reported by 
multiplying the ideal binary mask to the speech signal 
corrupted by noise, even at an extremely low (-5, -10 dB) 
SNR [3, 4]. In [5], the SNR-based binary mask was 
estimated using a Bayesian classifier. During the training 
stage, the true local SNR values were calculated and 
divided into two sets: one with SNR> γ and one with 
SNR< γ . Two sets were modeled using Gaussian mixture 
models (GMMs) and the two classes were determined for 
test T-F units in the enhancement stage. The listening tests 
revealed the potential of the binary mask-based noise 
reduction for improving the speech intelligibility in noise. 

3. Binary mask criteria based on 
speech/noise constraints 

This section describes the binary mask based on speech 
or noise constraints. The time-frequency mask is 
constructed by imposing constraints on the speech or noise 
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spectrum estimate, and is applied to the enhanced spectrum. 
These masks are different from the binary masks described 
in the previous section because the retained T-F units are 
multiplied by a gain function, which is determined to 
estimate the short-time spectral magnitude. 

3.1 Estimation of speech and noise 
magnitude spectra 

Figs. 1 and 2 show block diagrams of the procedure 
involved in the construction of the binary mask based on 
speech/noise constraints. The noisy speech waveform is 
first segmented into frames with a 20 ms duration and a 
50 % overlap between adjacent frames. Each frame is 
applied by the Hann window and a 500-point 
(corresponding to 20 ms for the sampling rate of 25 kHz) 
discrete Fourier transform (DFT) is calculated. An 
estimate of the speech magnitude spectrum is obtained by 
multiplying the magnitude of the observed noisy spectrum, 
which is denoted as | ( , with a gain function for 
speech enhancement given by the following: 

, ) |Y k t

 
 ˆ| ( , ) | ( , ) | ( , ) |X k t G k t Y k t= ⋅                  (2) 

 
where  denotes the gain function, and |( , )G k t ˆ| ( , )X k t  is 
an estimate of the clean speech (magnitude) spectrum at 
time frame t and frequency bin k. 

In this paper, a conventional square-root Wiener 
algorithm is used as a gain function [10]. The square-root 
Wiener gain is used because it is easy to implement, 
requires little computation, and has been reported to be 
equally effective, in terms of the speech quality and 
intelligibility, as other more sophisticated noise reduction 
algorithms [2, 11]. The square-root Wiener gain function is 
calculated based on the following equation: 
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where prioSNR  is the a priori SNR estimated using the 
following recursive equation [12]: 
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where  is a smoothing constant chosen as 0.98 and α ˆ

Dλ  
is an estimate of the background noise variance. The noise 
estimation algorithm proposed in [13] is used to estimate 
the noise variance. For the binary mask based on the noise 
constraint in Fig. 2, the estimate of the noise spectral 
magnitude  is obtained in a similar manner to (2) 
as follows: 

ˆ| ( , ) |D k t

 
                  (5) ˆ| ( , ) | ( , ) | ( , ) |DD k t G k t Y k t= ⋅

where DG  is the noise-equivalent Wiener gain function 
expressed as [14] 
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3.2 Construction of binary masks based 
on speech constraints 

After calculating the estimated speech magnitude 
spectrum, ˆ| ( , )X k t , the binary mask is constructed by 
limiting (or controlling) the distortions introduced by 
errors in estimating the speech magnitude spectrum. In 
particular, ˆ| ( , ) | | ( , ) |X k t X k t>  and 

ˆ| ( , ) | | ( , ) |X k t X k t< denote the speech overestimation 
distortion and speech underestimated distortion, 
respectively. To assess the effect of a speech 
overestimation distortion alone or an underestimation 
distortion alone on the speech intelligibility, the speech 
overestimation/underestimation constraints are imposed on 
the estimated speech spectral magnitude. 

More precisely, the estimated speech magnitude 
spectrum is first compared with the true speech magnitude 
spectrum for each T-F unit. The T-F units satisfying the 
constraint are retained, whereas the T-F units violating the 
constraints are removed. For example, to estimate the 
speech underestimation constraint, the modified magnitude 
spectrum ˆ| ( , )M |X k t , is calculated as follows: 
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3.3 Construction of binary masks based 
on noise constraints 

A binary mask based on noise constraints can also be 
defined in a similar manner. First, the estimated noise 
magnitude spectrum, , is computed and the binary 
mask is constructed by imposing the constraints on the 
distortions introduced by the errors in estimating the noise 
magnitude spectrum. If the estimated noise magnitude is 
greater than the true noise magnitude, (i.e. 

), it is denoted as noise overestimation 
distortion. Noise underestimation distortion occurs in the 
opposite case ( ). The new modified 

magnitude spectrum 

ˆ| ( , ) |D k t

ˆ| ( , ) | | ( , ) |D k t D k t≥

ˆ| ( , ) | | ( , ) |D k t D k t<
ˆ| ( , )M |X k t  by imposing the noise 

overestimation constraint is expressed as 
 

 
ˆ ˆ| ( , ) |   if | ( , ) | | ( , ) |ˆ| ( , ) |
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According to the above selection of T-F units, an 
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inverse DFT is applied to the modified spectrum 
ˆ| ( , )M |X k t  at each time frame and frequency bin using the 

phase of the noisy speech spectrum. The noise suppressed 
signal is synthesized by applying the overlap-and-add 
technique. 

4. Intelligibility listening tests 

4.1 Methods and procedure 
Listening tests were conducted to assess the 

intelligibility of the speech processed using the binary 
mask based on the two noise constraints. The sentences 
were taken from the IEEE database [15]. The IEEE 
sentences were balanced phonetically with relatively low 
word-context predictability and organized into lists of 10 
sentences each. All sentence lists were designed to be 
equally intelligible, thereby allowing the speech 
intelligibility to be assessed under different conditions 
without being concerned that a particular list is more 
intelligible than another. The sentences were recorded at a 
sampling rate of 25 kHz by one male speaker in a sound-
proof booth using Tucker Davis Technologies (TDT) 
recording equipment. The recordings are available from 
[1]. Noisy speech was generated by adding babble noise at 
-5 and 0 dB SNRs, which was produced by 20 talkers (10 
men and 10 women). 

Knowledge of the true speech and noise spectral 
magnitudes (| ( , ) |, | ( , ) |)X k t D k t  was assumed to assess 
the full potential on the speech intelligibility when the 
distortion constraint based binary mask was applied. 
Therefore, the binary mask was determined by comparing 
the true speech (or noise) spectral magnitude with an 
estimate of the speech (or noise) magnitude. In practice, 
the binary mask can be estimated using a model-based 
classification or non-parametric decision rules (e.g., [5]). 

Seven normal-hearing listeners were recruited for the 
listening experiments for the noise constraint-based binary 
mask. Another ten listeners were recruited to test the 
speech constraint based binary mask. All were native 
speakers of American English, and were paid for their 
participation. Each listener participated under a total of 8 
conditions (=2 SNR levels (-5, 0 dB) 4 processing 
conditions). The four processing conditions included 
speech processed using the Wiener algorithm with the 
speech (or noise) overestimation mask, | |

×

ˆ | |X X>

|

|

 (or 

) and speech (or noise) underestimation mask, ˆ| | |D D≥
ˆ| | |X X≤  (or ), Wiener-processed speech 

without constraints, and the noise-corrupted (unprocessed) 
stimuli. 

ˆ| | |D D< |

The listening tests were conducted in a sound-proof 
room and the stimuli were played to the listeners 
monaurally through Sennheiser HD 485 circumaural 
headphones at a comfortable listening level. The listening 
level was controlled by each individual but was fixed 
throughout the test for each subject. Before the sentence 
test, each subject listened to a set of noise-corrupted 
sentences to become familiar with the testing procedure. 

Two lists (20 sentences) were used per condition and none 
of the sentences were repeated across the conditions. The 
order of the conditions was randomized across subjects. 
The listeners were asked to write down the words that they 
heard. The intelligibility performance was assessed by 
counting the number of words identified correctly. The 
entire listening test lasted for approximately 1.5 hrs. Five-
minute breaks were given to the subjects at every 30 
minute intervals. 

4.2 Results 
Figs. 3 and 4 present the results of the listening test 

expressed in terms of the mean percentage of words 
identified correctly by normal-hearing listeners. The bars 
indicated “UN” show the scores obtained with noise-
corrupted (un-processed) stimuli, whereas the bars labeled 
“Wiener” show the scores obtained using the square-root 

 

Fig. 3. Mean intelligibility scores as a function of the 
SNR level and type of speech estimation distortion. 

 

Fig. 4. Mean intelligibility scores as a function of the 
SNR level and type of noise estimation distortion. 
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Wiener algorithm (no mask applied). The error bars 
indicate the standard error of the mean. As shown in Figs. 
3 and 4, the performance improved dramatically when 
binary masks ( )ˆ ˆ| | | |, | | | |X X D D< ≥  were applied. The 

performances at -5, and 0 dB SNRs were improved from 
approximately 12 % and 54 % with unprocessed stimuli to 
92 % and 98 % correct, respectively, when the mask based 
on a speech underestimation constraint ˆ(| | | |)X X< was 
applied. In the case that the binary mask based on a noise 
overestimation constraint  was applied, the 
performances were improved from 21 % and 65 % with 
un-processed stimuli to 94 % and 98 % correct, 
respectively at -5, and 0 dB SNRs. In contrast, the 
performance degraded to near zero when the mask with 
speech overestimation or noise underestimation constraints 
was applied. This is consistent with the results reported 
elsewhere [6]. Note that the Wiener processed speech 
showed lower performance in intelligibility than 
unprocessed speech due to the introduced distortion, which 
match the results in [2]. Figs. 3 and 4 show that the 
distortion constraint-based binary masks performed as well 
as the known binary mask that uses the SNR selection 
criterion [3, 4]. 

ˆ(| | | |)D D≥

5. Conclusion 

Two binary masks were evaluated for their ability to 
improve the speech intelligibility. The masks were induced 
by applying a speech distortion constraint or noise 
distortion constraint. The speech constraint-based mask 
retains the speech underestimated T-F units and the noise 
constraint-based mask retains the noise overestimated T-F 
units. 

Listening tests with normal-hearing listeners were 
conducted to evaluate the binary masks. The results 
revealed significant improvements in intelligibility at low 
SNR levels (-5 and 0 dB). The present study showed that 
the commonly used binary mask based on the SNR 
criterion [3, 4] is not the only mask that can improve 
speech intelligibility. Binary masks based on either signal 
spectrum constraints or noise constraints can also produce 
substantial gains in intelligibility. 
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