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Abstract

Purpose - This study aims to predict the audit reports of listed
companies on the Tehran Stock Exchange by using meta-heuristic
algorithms.
Research design, data, methodology - This applied research aims to

predict auditors reports’ using meta-heuristic methods (i.e., neural net-
works, the ANFIS, and a genetic algorithm). The sample includes all
firms listed on the Tehran Stock Exchange. The research covers the
seven years between 2005 and 2011.
Results - The results show that the ANFIS model using fuzzy

clustering and a least-squares back propagation algorithm has the best
performance among the tested models, with an error rate of 4% for
incorrect predictions and 96% for correct predictions.
Conclusion - A decision tree was used with ten independent varia-

bles and one dependent variable the less important variables were re-
moved, leaving only those variables with the greatest effect on audi-
tor opinion (i.e., net-profit-to-sales ratio, current ratio, quick ratio, in-
ventory turnover, collection period, and debt coverage ratio).

Keywords : Audit report, ANFIS, Tehran Stock Exchange.

JEL Classifications : C61, C63, C67.

1. Introduction

Human being has always been dealing with the concept of
"decision-making", from their early days to now that they have en-
tered today’s complex, turbulent business environment. Meanwhile, ex-
perts in management like Herbert Simon go so far as to claim that
management is all about rational decision-making. Decision-making is
a selection problem. In such problems, decision parameters are very
complex and in some cases infeasible. On the other hand, access to
relevant and reliable information can reduce biases in decision-making
and help the users of financial information in making optimal
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decisions. Auditing has made such information available, but improv-
ing the efficiency of auditing has always been an issue for auditors
and users.
The rationale behind auditing is to accredit the information re-

flected in financial statements, for this information forms the basis for
decision-making by different groups such as shareholders, potential in-
vestors, agents, managers, financial consultants, analysts, creditors, and
the government. From the view of these users, auditing is effective
when auditors verify that lack of any errors, faults, fraud, and manip-
ulation in financial statements.
The development of new technologies and their application in dif-

ferent sciences have also affected accounting and auditing. One way
of increasing audit efficiency is to use auditor’s opinion forecast tech-
niques in order to develop a suitable model for auditing conditions
and environment.
When the number of input variables to a system and the relation-

ships between them increase exponentially, the forecast results will
show more biases than real outputs. There are various ways for ana-
lyzing these relationships, the most robust of which is artificial neural
networks (ANN).
Artificial intelligence methods have recently been used in the pre-

diction and optimization of decision-making in financial market. These
methods can be used to maximize profit and minimize investment
risk in unpredictable environments. Artificial neural networks, neu-
ro-fuzzy networks, and meta-heuristic algorithms are among these dy-
namic systems. The main advantage of these intelligent systems is
their application in complex non-linear functions.
The present research examines the factors that affect audit reports

and the possibility of predicting audit reports using meta-heuristic
methods. Therefore, the accounting data of the firms listed on Tehran
Stock Exchange (TSE) is examined using adaptive neuro-fuzzy in-
ferences system (ANFIS) to see whether this method can be used in
predicting auditor’s opinion.

2. Review of the Literature

Sajjadi (2008) applied logistic regression and chi-squared test to
examine the factors that affect qualified audit report. The results sug-
gested that there are significant relationships between audit report and
firm size, current ratio, debt-to-asset ratio, accounts receivable to total
assets ratio, and audit firm type.
Using artificial neural networks, Ahmadpour et al. (2010) studied

the effect of financial and non-financial variables on whether a quali-
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fied opinion report is issued. The results showed that variables such
as quick ratio, inventory turnover, total debt to total assets ratio, and
accounts receivable to total assets ratio had significant effects on issu-
ing a qualified opinion report.
Saif et al. (2012) investigated the possibility of predicting the type

of audit report using a combination of a support vector machine and
a decision tree. Studying a sample of TSE-listed firms (708 firms
with qualified and 310 firms with unqualified opinion), the results
showed that the algorithm is a powerful tool for predicting qualified
and unqualified opinion reports.
Kirkos et al. (2008) studied the variables that affect auditor ap-

pointment in a sample of 338 UK and Irish firms using three data
mining classi cation techniques (decision trees, neural networks, andfi
support vector machines). The results showed that the total accuracy
of the models were 83.73% for the decision tree, 79.29% for SVM,
and 75.44% for the neural network model. These models suggested
that the level of debt is a factor that in uences the auditor choicefl
decision.
Doumpos et al. (2005) examine whether SVM models can predict

the type of audit report. The results showed that all SVM models
were capable of distinguishing between qualified and unqualified fi-
nancial statements with satisfactory accuracy. However, nonlinear
SVM models were less accurate than linear SVM models in predict-
ing paragraphs in qualified opinion reports.
Lenard et al. (1995) used a neural network and a log it model to

predict which firms would receive audit reports reflecting a going
concern uncertainty modification. The results showed that the neural
network model is more accurate than the log it model with an accu-
racy of 95%.
Spa this (2003) used logistic regression to detect falsified financial

statements. The reported accuracy rate exceeded 84%. The results
suggested that there is potential in detecting FFS through the analysis
of published financial statements.
Gaganis et al. (2007) applied probabilistic neural networks to the

identification of qualified audit opinions. The results suggested the
high explanatory power of neural network model, which outperformed
the multi layer perceptron model and the logistic model.
Kirkos et al. (2007) employed three data mining classification tech-

niques (i.e. decision tree, multi layer perceptron neural network, and
Bayesian belief network) to identify qualified auditor’s opinion and its
determinants. The results suggested the greater accuracy of the deci-
sion tree model against the training set. However, based on ten-fold
cross validation results, the Bayesian belief network achieved the
highest accuracy in identifying the cases of qualified audit opinions.
The key to success in today’s competitive world is to reduce time

and costs and to increase efficiency. Competition has also sub-
stantially increased in the area of auditing across the world, especially
in advanced countries (Firth, 1993). This competitive environment has
forced audit firms to find ways of increasing their efficiency. The
purpose of the present research is to examine the ability of meta-heu-
ristic methods such as ANFIS to predict auditor’s opinion. Using the
outputs of neural networks and meta-heuristic algorithms, we can
identify the most probable auditor’s opinion before audit takes place.
Also the most efficient model can be used to develop an auditing

process for achieving an acceptable level of audit risk. The main
question of the research is whether ANFIS is able to predict auditor’s
opinion.

3. Conceptual Model

The factors that affect audit opinions are as follows:

<Figure 1> The conceptual model of the research

3.1. Methodology

3.1.1. Population and sample

The present research is an applied research which aims to predict
auditor’s report using meta-heuristic methods (i.e. neural networks,
ANFIS, and genetic algorithm). The population consists of all the
firms listed in Tehran Stock Exchange (TSE). The research covers a
7-year period from 2005 to 2011. The sample is selected based on
the following four criteria:
1. Firms that are not financial intermediaries;
2. Firms whose financial year ends at the end of Iranian calendar;
3. Firms with audit report for at least one year in the research pe-
riod;

4. Firms with full financial information, including annual financial
statements, audit report, and notes for the period in which the
firm is studied.

3.1.2. Artificial neural networks

A neural network consists of a number of interconnected process-
ing units called neurons, with each neuron having inputs and outputs
and performing a relatively simple local task. Artificial neural network
(ANN) is a simplified model of the central nervous system that mim-
ics the structure of the human brain. It involves a network of simple
processing elements exhibiting complex global behavior determined by
the connections between the processing elements and element
parameters. One of the most important features of neural networks is
their learning ability. Neural networks generally consist of an input
layer, one or several hidden layers, and an output layer
(Kartalopoulos, 1996). An ANN is shown in Figure 2.
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<Figure 2> An example of an artificial neural network

The general concepts in ANN are: artificial neurons, activation
function, network learning, and back propagation learning algorithm.

3.1.3. Genetic algorithm

Genetic algorithm is an optimization method that mimics the proc-
ess of natural evolution. It can be classified as a numerical, direct,
and stochastic method. This algorithm is based on iteration where a
population of candidate solutions to an optimization problem is
evolved toward better solutions. Genetic algorithm can be applied to
various problems such as optimization, system identification and con-
trol, image processing, topology identification, and training of artificial
neural networks and decision-based systems.
Genetics is the science of genes, heredity, and variation in living

organisms. The main factors in inheritance of biological characteristics
are chromosomes and genes. Genetic algorithm (GA), which is based
on these ideas, is used for optimization, search, and machine learning.
It is based on Charles Darwin’s principle of "survival of the fittest",
where the strongest genes and chromosomes dominate the weaker
ones. In fact, evolution occurs on the encoded strings rather than the
living organisms representing the strings. Based on the idea of natural
selection, the fittest the organism, the more likely it is to survive and
reproduce. In GA, each candidate solution is represented by an array
of bits. The implementation of GA involves four basic steps: (1) ini-
tialization, where an initial population of solutions is randomly gen-
erated, (2) selection, where individual solutions are selected through a
fitness-based process, (3) crossover, which represents mating between
parent solutions to produce a child solution, and (4) mutation, where
random modifications are introduced.
Through crossover and mutation, GA ensures that the search space

is adequately searched, thus reducing the chance of convergence to-
wards local optima. Selection and crossover distinguish genetic algo-
rithms from a purely random search and direct the algorithm toward
finding an optimum. Mutation is designed to ensure diversity in the
search to prevent premature convergence to a local optimum.

3.1.4. Adaptive neuro-fuzzy inference system (ANFIS)

ANFIS integrates the principles of neural networks and fuzzy logic
to map an input to an output space. Its basic mechanism is a set of
if-then rules. ANFIS utilizes linguistic information from the fuzzy
logic as well learning capability of an ANN for automatic fuzzy
if-then rule generation and parameter optimization. It was first in-

troduced by Jang (1993). ANFIS is a multi layer network consisting
of nodes and directional links. The structure of ANFIS is schemati-
cally illustrated in Figure 3.

<Figure 3> The structure of ANFIS

<Figure 4> An ANFIS model with two input variables

As can be seen in the above figures, the structure of ANFIS con-
sists of five layers:

Layer 1: Each node output in this layer is fuzzified by member-
ship grade of a fuzzy set corresponding to each input.
Layer 2: Each node output in this layer represents the firing
strength of a rule, which performs fuzzy, AND operation.
Layer 3: Each node output in this layer is the normalized value
of layer 2, i.e., the normalized firing strengths.
Layer 4: Each node output in this layer is the normalized value
of each fuzzy rule. The nodes in this layer are adaptive.
Layer 5: he node output in this layer is the overall output of
the system, which is the summation of all coming signals.

An important issue in any ANFIS model is the type of member-
ship function that suits the model’s inputs. There are different types
of membership functions, such as bell, Gaussian, trapezoidal, triangu-
lar, sigmoid al, and Pi.

3.2. Variable selection

The variables used in the present research are listed in Table 1.
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<Table 1> The variables

Variable Abbrev
-iation Measurement

Inventory Turnover X1

Current Ratio X2 Current assets divided by current
liabilities

Quick Ratio X3 Current assets less inventories, divided by
current liabilities

Gross Profit to Sales X4
Collection Period X5
Net Profit to Sales X6
Working Capital
Turnover X7

Total Asset Turnover X8
Debt Coverage Ratio X9

Return on Assets X10 Net income divided by average total
assets

In this research, we created a decision tree with 10 independent
variables and 1 dependent variable. Based on relative weight, the
most important independent variables were selected as factors that
have the greatest effect on auditor’s opinion (Table 2).

<Table 2>The most important independent variables

Independent Variable Abbreviation

Net Profit to Sales X6

Current Ratio X2

Quick Ratio X3

Inventory Turnover X1

Collection Period X5

Debt Coverage Ratio X9

3.2.1. The ANFIS model

Fuzzy systems have a special place in modern modeling methods.
ANFIS has evolved from the combination of fuzzy systems which are
based on logical rules and neural networks which are able to extract
knowledge from numerical data (Nayak et al., 2003). ANFIS maps
the relationships between inputs and outputs using the learning ca-
pacity of neural networks and yields the results suing fuzzy logic.
Since multi layer perceptron artificial neural networks randomly

consider their weight values, they may get stuck in local minima;
thus, the network will not be trained well and will not be efficient.
ANFIS, however, has fewer constraints than ANNs and has various
applications in modeling, decision-making, and signal processing and
control.

4. Results

4.1. Subtractive clustering and back propagation (BP)
algorithm

<Table 3> The results of ANFIS modeling with subtractive clustering and
BP algorithm

Data Sets Percentage N Error

Training 80% 130 0.07665439

Checking 20% 33 0.0476869

<Table 4> The results of ANFIS prediction with subtractive clustering and
BP algorithm

Data Sets Percentage N Error

Training 80% 130 0.0531935

Checking 20% 33 0.0844276

Total 100% 163 0.06881055

The table below shows the results of predicting auditor’s opinion
with 33 checking samples.

<Table 5> Prediction of auditor’s opinion using ANFIS with subtractive
clustering and BP algorithm

Prediction of Auditor’s Opinion Total Unqualified Qualified

Correct prediction 0.915572 0.9236137 0.9075311

Incorrect prediction 0.084428 0.0763863 0.0924689

Number of correct predictions 30 11 19

Number of incorrect predictions 3 1 2

The results suggest the satisfactory performance of the ANFIS
model in identifying types of auditor’s opinion with respect to the
testing data set. The error rate is 8% for incorrect predictions and
92% for correct predictions. Based on the checking data set for the
year 2011 which included 33 opinions, 21 opinions were qualified
and 12 opinions were unqualified. This indicates that 2 cases of
qualified opinion and 1 case of unqualified opinion were incorrectly
predicted, which is a desirable result.

4.2. Subtractive clustering and Hybrid LS-BP algorithm

The ANFIS model with subtractive clustering and hybrid
least-squares back propagation (LS-BP) algorithm has 10 inputs and1
output. This model has 163 data for the variables of one year and an
output for the auditor’s opinion of the next year. We found that the
ANFIS model had a high accuracy.

<Table 6> The results of ANFIS modeling with subtractive clustering and
hybrid LS-BP algorithm

Data Sets Percentage N Error

Training 80% 130 0.067809

Checking 20% 33 0.043456
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<Table 7> The results of ANFIS prediction with subtractive clustering and
LS-BP algorithm

Data Sets Percentage N Error

Training 80% 130 0.030941837

Checking 20% 33 0.044142378

Total 100% 163 0.037542107

<Table 8> Prediction of auditor’s opinion using ANFIS with subtractive
clustering and LS-BP algorithm (33 checking samples)

Prediction of Auditor’s Opinion Total Unqualified Qualified

Correct prediction 0.95585762 0.93158064 0.9801346

Incorrect prediction 0.04414238 0.06841936 0.0198654

Number of correct predictions 32 11 21

Number of incorrect predictions 1 1 0

The results of prediction using ANFIS with subtractive clustering
and hybrid LS-BP algorithm suggests the satisfactory performance of
the model in identifying types of auditor’s opinion with respect to
the testing data set. The error rate is 4% for incorrect predictions and
96% for correct predictions. Based on the checking data set for the
year 2011 which included 33 opinions, 21 opinions were qualified
and 12 opinions were unqualified. This indicates that all the cases of
qualified opinion were predicted correctly, while only 1 case of un-
qualified opinion was incorrectly predicted.

4.3. FCM and BP algorithm

The ANFIS model with fuzzy clustering (FCM) and BP algorithm
has 10 inputs and 1 output. This model has 163 data for the varia-
bles of one year and an output for the auditor’s opinion of the next
year. The results suggested that the ANFIS model had a high
accuracy.

4.4. FCM and LS-BP algorithm

The ANFIS model with FCM and hybrid LS-BP algorithm has 10
inputs and 1 output. This model has 163 data for the variables of
one year and an output for the auditor’s opinion of the next year.
The results suggested that this model predicted the majority of firms
correctly.

<Table 9> The results of ANFIS modeling with FCM and hybrid LS-BP
algorithm

Data Sets Percentage N Error

Training 80% 130 0.03837851

Checking 20% 33 0.04577278

<Table 10> The results of ANFIS prediction with FCM and LS-BP
algorithm

Data Sets Percentage N Error

Training 80% 130 3.11311E-05

Checking 20% 33 0.044873767

Total 100% 163 0.022452449

<Table 11> Prediction of auditor’s opinion using ANFIS with FCM and
LS-BP algorithm (33 checking samples)

Prediction of Auditor’s Opinion Total Unqualified Qualified

Correct prediction 0.955126 0.95789968 0.95235279

Incorrect prediction 0.044874 0.04210032 0.04764721

Number of correct predictions 31 11 20

Number of incorrect predictions 2 1 1

The ANFIS model with FCM and hybrid LS-BP algorithm has a
satisfactory performance in identifying types of auditor’s opinion with
respect to the testing data set. The error rate is 4% for incorrect pre-
diction and 96% for correct prediction. Based on the checking data
set for the year 2011 which included 33 opinions, 21 opinions were
qualified and 12 opinions were unqualified. This indicates that one
case of qualified opinion and one case of unqualified opinion were
incorrectly predicted.

4.5. Model comparisons

There sults in the table below show that the ANFIS model with
subtractive clustering and hybrid LS-BP algorith has the highest
accuracy.

<Table 12> Model comparisons

Model Prediction of
Auditor’s Opinion Total Unqualified Qualified

Subtractive
clustering and
BP algorithm

Correct prediction 0.915572 0.9236137 0.9075311

Incorrect
prediction 0.084428 0.0763863 0.0924689

Subtractive
clustering and
LS-BP
algorithm

Correct prediction 0.95585762 0.93158064 0.9801346

Incorrect
prediction 0.04414238 0.06841936 0.0198654

FCM and BP
algorithm

Correct prediction 0.933636 0.92601153 0.9412606

Incorrect
prediction 0.066364 0.07398847 0.0587394

FCM and
LS-BP
algorithm

Correct prediction 0.955126 0.95789968 0.95235279

Incorrect
prediction 0.044874 0.04210032 0.04764721
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5. Conclusion

This research examined whether adaptive neuro-fuzzy inference sys-
tems (ANFIS) are capable of predicting auditor’s opinion. It also
compared different ANFIS models. The results supported the main
hypothesis.
The 2011 data of the firms were extracted for measuring the in-

dependent variables. Using a decision tree with 10 independent varia-
bles and 1 dependent variable, the less important variables were re-
moved, leaving only those variables that have the greatest effect on
auditor’s opinion i.e. net profit to sales ratio, current ratio, quick ra— -
tio, inventory turnover, collection period, and debt coverage ratio.
The results showed that the ANFIS model with fuzzy clustering

and least-squares back propagation algorithm has the best performance
among the tested models. Its error rate was 4% for incorrect pre-
dictions and 96% for correct predictions.

5.1. Limitations

1. Since auditor’s opinion is one of the most private information
of firms, the researcher was forced to study TSE-listed firms
(disclosure of financial information is one of the requirements of list-
ing firms on TSE).
2. Due to unavailability of non-financial information such as firm

size and previous audit results, these variables could not be accounted
for in prediction of auditor’s opinion.
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