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Abstract
The introduction of recommender systems to existing online services is now practically inevitable, with the increasing

number of items and users on online services. Popular recommender systems have successfully implemented satisfactory

systems, which are usually based on collaborative filtering. However, collaborative filtering-based recommenders suffer

from well-known problems, such as popularity bias, and the cold-start problem. In this paper, we propose an innovative

collaborative-filtering based recommender system, which uses the concepts of Experts and Novices to create fine-

grained recommendations that focus on being novel, while being kept relevant. Experts and Novices are defined using

pre-made clusters of similar items, and the distribution of users’ ratings among these clusters. Thus, in order to generate

recommendations, the experts are found dynamically depending on the seed items of the novice. The proposed recom-

mender system was built using the MovieLens 1 M dataset, and evaluated with novelty metrics. Results show that the

proposed system outperforms matrix factorization methods according to discovery-based novelty metrics, and can be a

solution to popularity bias and the cold-start problem, while still retaining collaborative filtering.

Category: Embedded computing
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I. INTRODUCTION

With the bursting growth of the Internet, and the virtu-

ally limitless storage space available, there are now hun-

dreds of thousands of items that are available on online

stores, whether they be books, movies, or music albums.

The shopping experience of a customer has shifted from

what was a simple browse-and-search experience among

popular items in offline stores, to a search-and-find expe-

rience online, with thousands of items. Although this had

led to lesser concentrated product sales, with the power

of balance shifting from the few best-selling products to

niche products that were previously difficult for consum-

ers to discover, a new problem exists: information over-

load. Paradoxically, now that there are more available

items, it has become extremely difficult to discover items

that may be of interest to the user.

Recommender systems solve the problem of informa-

tion overload by filtering unnecessary items, and show-

ing only those that are relevant to the user. Finding items

that are relevant to a user or not is determined with user

profiles. Among the many existing methods of recom-

mender systems, collaborative filtering is the most effec-

tive method, and the most widely used in commercial

services. This is because collaborative filtering can be

applied to any domain, being independent of the charac-

teristics of the items. It is also relatively easier to imple-

ment, compared to content-based and hybrid algorithms,
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and provides the most satisfying results to users.

However, despite providing the most satisfying results,

collaborative filtering does have drawbacks. One of the

most notable drawbacks is, at the same time, also the rea-

son why it is able to make relevant recommendations to

users: popularity bias. Popularity bias, in which the sys-

tem becomes skewed towards items that are popular

amongst the general user population, makes it near

impossible for the system to generate truly novel recom-

mendations. A slightly different problem, but still related

to popularity bias, is what is dubbed the ‘Harry Potter’

problem. The extreme popularity of Harry Potter causes

it to be purchased with items that are totally unrelated.

Once these unrelated co-purchases accumulate, the sys-

tem detects a correlation between Harry Potter and the

unrelated item, mistaking Harry Potter for future recom-

mendations to other users who show interest in the unre-

lated item. Another serious drawback of collaborative

filtering is the cold-start problem, in which the recom-

mender system cannot provide recommendations to a

new user, or offer new items as recommendations. The

cold-start problem is a serious issue for recommendation

systems, as there are hundreds of new users joining, and

even more items being added to databases everyday.
● In this article, we propose a recommender system

based on collaborative filtering and dynamically pro-

moted experts, which can be applied to any domain,

focusing on generating novel recommendations, while

keeping them relevant. The main contributions of this

work can be summarized as follows.
● The proposed system tackles the problem of recom-

mendations from a new viewpoint, using the concept

of experts and novices among users, and shows the

potential of such systems in its ability to deliver novel,

yet relevant, recommendations.
● The proposed system can act as a solution for popu-

larity bias, while still using collaborative filtering, as

it provides recommendations based on seed items

that are not similar to the items that are mainly con-

sumed by the user.
● The proposed system can also act as a solution to the

cold start problem, without the help of content-based

recommenders, or any other external information.

Because the recommendations are based on experts

in certain clusters, users with only a few ratings can

be provided with recommendations that are novel

and relevant. 
● Our proposed recommender system utilizes dynami-

cally created experts, who are knowledgeable, not in

the entire item domain, but in a smaller sub-domain.

This enables fine-grained recommendations that are

novel and relevant at the same time. 
● The proposed system generalizes the key idea of Lee

and Lee [1], which was limited to the music domain.

With the generalization, the key concepts can be

applied to any domain, simply using user ratings.

II. RELATED WORK

A. Collaborative Filtering-Based Recommender
Systems

One of the first recommender systems was Tapestry,

which was based on collaborative filtering [2]. Its goal

was to tackle the problem of overflowing emails, by fil-

tering out irrelevant ones. Thus, the remaining emails that

were delivered to the user would be the essential, relevant

emails. In order to achieve this, Tapestry used the opin-

ions of relatively small groups, such as office workgroups,

to recognise irrelevant and relevant emails. However, the

limitation of Tapestry was that it worked in small net-

works, due to the fact that users had to be familiar with

the preferences of other users.

Another recommender system based on collaborative

filtering was a system called GroupLens, by Resnick et

al. [3] and Konstan et al. [4]. GroupLens found news arti-

cles that were relevant to users, using the key concept

that “people who agreed in the past will probably agree

again,” and predicted the ratings that the users would

give to the news articles. Since GroupLens’ system found

similar users based on their past ratings, the users did not

need to be aware of the preferences of other users, unlike

Tapestry.

Two early examples of recommender systems that ana-

lyzed user profiles, or ratings, to filter similar users and

generate recommendations, are Ringo and the Bellcore

Video recommender. Ringo specialized in music recom-

mendations that were personalized for each user, by using

their preferences [5]. Ringo’s recommender system ana-

lyzed the ratings each user gave to music artists, and then

found similar users to recommend artists to, who were

extremely likely of being rated highly by the user. While

Ringo focused its recommendations on music artists,

Bellcore’s recommender was centered on movies [6]. Sim-

ilar to Ringo, Bellcore’s recommender system analyzed

user ratings to find users with similar profiles, which were

then used to produce recommendations.

Among the various collaborative filtering algorithms

used in different domains, Amazon.com’s recommender

system is one of the most well-known recommenders.

While the preceding recommenders used similar users to

find relevant recommendations, Amazon.com analyzed item

similarities, rather than user similarities. This approach

brought many advantages; the main one being that the

method was scalable to very large datasets, while still

generating extremely relevant recommendations to the

user [7].

B. Expert-Based Recommender Systems

Amatriain et al. [8] used a collaborative filtering-based

approach that used expert opinions crawled from the

web. The system used a set of expert neighbors from an
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independent dataset, whose weights were assigned, depend-

ing on their similarities with the user. This method uses

actual experts of a domain, which can be an expensive

approach, if they need to be found manually.

Kumar and Bhatia [9] propose a community expert-

based recommendation (CER) system, which uses an

algorithm to find shared interest relationships among peo-

ple through their blog entries. These people are then

grouped, so that those in the same group have similar

interests. Next, an expert is chosen from each group,

whose blog becomes the only source for generating rec-

ommendations. Although this CER system, together with

the proposed system by Amatriain et al. [8], may be a

solution to the cold-start problem, they both need addi-

tional information, such as expert reviews and user blogs.

Such drawbacks limit the domains that they can be

applied to, and also make it harder to apply to existing

recommender systems.

Kim et al. [10] present a recommender system that

uses expert groups, who are selected from the user pool,

to evaluate Web documents that will be provided to the

users. The authority and make-up of these experts depend

on user feedback from the Web documents provided to

the users. The system performs well when there is an

active community of experts evaluating web documents,

and active users providing feedback of the retrieved doc-

uments. This study by Kim et al. [10] is similar, in that

the experts are created dynamically from the user pool. It

also can be applied to other domains, other than Web doc-

uments. However, the system heavily depends on the

feedback that users provide, which is used to improve the

quality of experts. Another drawback is that the experts

need to examine the contents of the items, when deciding

whether it is a relevant recommendation or not. Such

examinations are time-consuming, and could be a bottle-

neck in the performance and scalability of the recom-

mender system.

III. CONCEPT

The basic concept of the system proposed in this paper

is to use experts, when providing recommendations to

‘novices’. A broad definition of an expert would be a per-

son who is knowledgeable in a certain area, while a nov-

ice is one who lacks such knowledge. Thus, it is only

natural that knowledge is transferred from experts to nov-

ices. In this regard, we employ users who are considered

experts in their domain, to provide recommendations to

novices in those domains.

In this recommender system, each user has a domain,

in which he or she is a novice, and an expert. An expert is

defined as a user whose item consumption is skewed, or

focused, on a certain set of similar items. Likewise, a user

is a novice in areas where the consumption rate is low.

Taking movies as an example, it is only reasonable that a

person who enjoys watching sci-fi movies can provide

helpful recommendations to a user who usually watches

drama, but occasionally finds some sci-fi movies engaging.

Thus, in order to find experts, the items are placed in

an n-dimensional space, so that similar items are placed

together, and dissimilar items are apart. Similar items are

then clustered, which define the areas that a user can be

an expert or novice in. Next, each user is analyzed to see

the distribution among the clusters, or areas, that the con-

sumed items are in, and are accordingly labeled as

experts for specific clusters, as shown in Fig. 1. When

providing recommendations for a novice, the experts of

the cluster in which the user is a novice are used to gener-

ate novel and relevant recommendations.

IV. DYNAMICALLY PROMOTED EXPERT-BASED
RECOMMENDER SYSTEM

The proposed dynamically promoted expert (DPE)-based

recommender system is largely comprised of five steps

(Fig. 2), in which the most computationally heavy steps

can be processed offline, for better performance. The

goal of the five steps is to define experts and novices for a

sub-set of items in the entire domain. These experts are

then used to generate recommendations for a given nov-

ice. In order to achieve this, the entire user-item matrix is

used to calculate item-item similarities. Next, the items

are projected into an n-dimensional space, so that similar

items are close to each other, and dissimilar ones are far

apart. This projection of items will create clusters of sim-

ilar items. Using these clusters, we define an expert to be

a user whose profile is concentrated on one of the clus-

ters, making him or her an expert in that cluster. A novice

is a user whose profile is concentrated on one cluster, but

has few, high-rated items in another cluster, making him

or her a novice in the latter cluster. We describe this pro-

cess in detail in the next sections.

A. Item-Item Similarity

One of the most important steps in collaborative filter-

Fig. 1. Concept of the proposed system.
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ing is computing the similarity between items, given the

user-item matrix. The basic idea of computing similari-

ties between any given two items, is to find users who

have rated both items, and applying a similarity computa-

tion technique to calculate the similarity between the two

items. There are many methods of computing the similar-

ity between items, such as cosine similarity, adjusted cosine

similarity, and correlation based similarity.

B. Distance Matrix

The resulting item-item similarity matrix is similarity

values, where the diagonal of the matrix is ones, indicat-

ing complete equality and other values ranging from 0 to

1. However, the following step (multidimensional scal-

ing, MDS) requires a distance matrix as input. Thus, the

similarity matrix from the previous step needs to be con-

verted into a dissimilarity matrix, or distance matrix. In

other words, the values in the similarity matrix need to be

inverted, where the diagonal becomes zeros, and the

remaining values are converted, to show dissimilarity.

C. Item Clustering

In order to cluster the items, the items first have to be

placed in an n-dimensional space. This is done by using

MDS, and the item-item distance matrix. Next, similar

items are clustered together, using the items that are

placed in the n-dimensional space.

1) Multidimensional Scaling

MDS is a set of statistical techniques that are often

used in information visualization for exploring the simi-

larities or dissimilarities in data. An MDS algorithm, given

a distance matrix between items, assigns a location to

each item in an n-dimensional space, while preserving

their distances according to the distance matrix. Thus, in

our proposed system, MDS is used for its ability to calcu-

late locations for each item in a pre-defined dimension,

while minimizing the error of their distances.

2) Clustering

Once the items are scattered in a given space, the next

step is to cluster items, so that similar, or nearby, items

are clustered together. While there exist many clustering

algorithms, the k-means clustering algorithm is used in

the proposed system, because of its simplicity and effec-

tiveness.

D. Finding Experts for Clusters

Now that every item belongs in a certain cluster, and

that these clusters contain similar items, the next step is

to assign every user to a cluster, if the users qualify. An

assignment to a cluster will indicate that a user is consid-

ered an expert for that specific cluster only. For each user,

we first analyze the history of rated items, and see where

these items lie in the n-dimensional space, which was the

output from the MDS stage. If the majority of the distri-

bution of the user’s items lies in a certain cluster, then

that user is considered an expert for that cluster. At the

same time, the user is considered to be a novice in the

clusters to which the remaining minority items belong.

Deciding whether the majority distribution of the user’s

items lies in a certain cluster, is done based on the Shan-

non entropy of the items. If the association of each item to

a cluster in the user’s history has low entropy, the user is

considered to be an expert in the most populated cluster.

E. Generating Recommendations

The direction or flow of recommendations goes from

experts to novices. Since the previous step analyzed the

entire user database, the system simply looks up which

cluster a given user is a novice in. Next, the experts of

that particular cluster are isolated, and then analyzed to

generate recommendations to the novice. In this proposed

system, a simple method of using concurring items amongst

the experts for recommendations was used.

V. EXPERIMENT

A. Parameters

The proposed recommender system has many parame-

ters that greatly affect the resulting recommendations.

The available parameters are as follows.

1) Item similarity computation method:

Adjusted cosine similarity. Item-item similarity can

be computed using cosine-based similarity, Pear-

son correlation, adjusted cosine-based similarity,

etc. Among the many available methods, we use

Fig. 2. Overview of the proposed system.
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the adjusted cosine similarity in this paper.

2) Number of dimensions to use for MDS:

Various dimensions. In this experiment, we test

various dimensions to see the effects it has over

the produced recommendations. 

3) Clustering algorithm: 

k-means clustering. Clustering can be done using

algorithms, such as linkage clustering, k-means clus-

tering, and expectation-maximization (EM) clus-

tering. In this experiment, we use the k-means

clustering algorithm, because of its simplicity and

effectiveness.

4) Number of clusters to use for clustering: 

Various numbers of clusters. In this experiment,

we test with various numbers of clusters, to see the

effects they have over the produced recommenda-

tions.

5) Qualification of an expert: 

Entropy. In this experiment, a user was eligible as

an expert, if his or her entropy was lower than

3.9442. 

Min. number of items in expert area. A user was

eligible as an expert if he or she had at least [Num-

ber of clusters/5] items in his or her expert cluster.

Item ratings of expert cluster. The average rating

of items in the expert cluster of the user has to be

greater than the average rating of all the items of

the user.

B. Data 

The proposed recommender system was experimented

on the MovieLens 1 M dataset, which contains 1,000,209

anonymous ratings of approximately 3,900 movies, made

by 6,040 MovieLens users (available at http://www.grou-

plens.org/node/73). 

The user ratings were randomly split into two parti-

tions with a 20% to 80% split ratio. The system was built

using 80% of the ratings. Although the aim of the recom-

mender is not to predict items from the 20% split, we had

to proceed with the experiment this way because of the

evaluation metric that we would be using, which will be

discussed in the next section.

VI. EVALUATION OF NOVELTY IN RECO-
MMENDER SYSTEMS

A. Issues in Evaluating Novelty 

There are numerous ways to evaluate recommender

systems, most of them focusing on accuracy metrics. While

accuracy metrics are able to evaluate a recommender to

some extent, there are crucial limitations that arise, because

of the differences in how the user perceives the actual

recommendations, and how the metric evaluates them

[11]. With any existing metric, it is virtually impossible

to know which items are actually novel to the user, and

the novelty can only be speculated on, indirectly.

The bottom line is that the best method in evaluating

recommender systems, especially when the recommender

system focuses on novelty, is to carry out live user tests.

However, this seemed difficult to carry out using the

MovieLens dataset, which is not a ‘live’ dataset, but an

archived one for research purposes, which contains mov-

ies from the 1990s. In addition, there is no user pool to

begin the experiment, meaning that new users have to be

invited in, and user profiles have to be accumulated,

before carrying out user studies.

B. Novelty Metric for Recommender Systems

Thus, in order to evaluate our proposed recommender

system, we use a novelty metric proposed by Vargas and

Castells [12], which uses both rank and relevance. We

use two metrics that are introduced in the paper, which

focus on novelty: the expected popularity complement

(EPC), and the expected profile distance (EPD).

To explain the metrics briefly, EPC is a metric that

measures the ability of a system to recommend relevant

items that reside in the long-tail

(1)

where, disc(k) is a discount function,  is the

relevancy of the item in the recommendation list, and

 reflects a factor of item novelty.

EPD, on the other hand, is a distance-based novelty

measure, which looks at distances between the items in

the user’s profile and the recommended items, as in the

following equation

(2)

where, , and  is the distance

between items ik and j.

VII. RESULTS AND DISCUSSION

The system was evaluated a total of five times, with

slight modifications to the parameters on each iteration.

The modified algorithms were as follows:
● No modifications (NM): The basic algorithm as

explained in Section IV, and using parameters as in

Section V, with the exception of omitting the second

requirement in promoting experts (i.e., minimum num-

ber of consumed items in expert area).
● NM + genre vectors (Mod1): The output of the MDS

algorithms are coordinates in k-dimensions for each

item. In order to spread the items out further in the

EPC C disc k( )p rel ik,u( ) 1 p seen ik( )–( ),
i
k

R∈

∑=

p rel ik,u( )

1 p seen ik( )–( )

EPD C′ disc k( )p rel ik,u( )p rel  j,u( )d ik,j( ),
j u∈

∑
i
k

R∈

∑=

C′ C  
j u∈

∑⁄= p rel  j,u( ) d ik,j( )
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space, we add additional 18 dimensions, in which the

values are either 0 or 1. Each dimension represents a

genre in the MovieLens dataset, which is given a

value of 1 if the item falls under that genre.
● NM + minimum movie consumption (Mod2): This

algorithm is the same as NM, but this time includes

the second requirement in promoting experts (i.e.,

minimum number of consumed items in expert area).
● NM + remove popular cluster (Mod3): We found that

the distribution of experts is usually biased to one

cluster. Here, we do not provide recommendations to

novices who are a novice in a cluster that has the

most number of experts. 
● Hybrid: This modification of the recommender sys-

tem is a combination of all the above (i.e., NM +

Mod1 + Mod2 + Mod3). 

First, we compared the EPC and EPD values of our

proposed system with the different diversifications of the

matrix factorization (MF) baseline recommender, whose

results are presented in the study by Vargas and Castells

[12]. The recommendation list was cutoff at the top 50

recommendations, and the discount function disc(k) was

set to 0.85k. The results of different diversifications of the

MF baseline recommender are shown in Table 1, and the

results for the proposed system and its variations are

shown in Table 2. ‘No relevance’ indicates that the rec-

ommended items are assumed to be relevant to the user

by default. ‘Relevance’ indicates that the metric uses the

relevancy values for each item.

We see that the proposed DPE-based recommender

system outperforms the MF baseline recommender and

its variations, from the perspective of the EPC metric.

Although the proposed system does not aim to generate

recommendations with items in the long-tail, it seems

that it is able to provide recommendations, while avoid-

ing the most popular items, as can be seen with the EPC

values for both ‘Relevance’ and ‘No relevance’. Also, we

see that the scores of the variations of the DPE-based rec-

ommender system do not change significantly, but see

that each modification does improve the recommenda-

tions, albeit slightly. Surprisingly, the combination of all

the variations of the DPE-based recommender system

(i.e., Mod4) actually receives a significantly lower score,

compared to individual variations. We speculate that the

recommender sees a loss in performance, because Mod4

introduces too many constraints that begin to hinder the

recommendations. The constraint with the most impact

on the loss of performance may be the experts. Such con-

straints result in fewer experts, and with fewer experts, it

is difficult to find concurring items with confidence.

Switching our perspective to the EPD metric, we observe

that for ‘No relevance’, random recommendations score

highest in the metric. However, the proposed DPE-based

recommender system does not perform as well, receiving

values of about 0.56. In the case of ‘Relevance’, the pro-

posed system performs significantly better than novelty-

based greedy diversification algorithm (NGD) and ran-

dom, but falls short of the performance of MF and its

variations. The reason why the proposed system does not

perform well according to the EPD metric, is that the

EPD metric scores relevancy using the hidden 20% split

rating data. In other words, an item in the final recom-

mendation list is relevant, only if it exists in the hidden

20% of the user’s ratings. When it does exist, the rele-

vancy score is exponentially proportional to the item’s

Table 1. Results on EPC and EPD on different diversification of
the MF baseline recommender, with discount function of 0.85k

and recommendation list cutoff at 50 (Results adapted from [12])

Algorithm EPC EPD

No relevance MF 0.8876 0.7466

IA-Select 0.8886 0.7577

MMR 0.8769 0.7428

NGD 0.9795 0.7551

Random 0.9527 0.7699

Relevance MF 0.1043 0.0944

IA-Select 0.1161 0.1032

MMR 0.1131 0.1020

NGD 0.0223 0.0200

Random 0.0218 0.0179

EPC: expected popularity complement, EPD: expected profile distance,

MF: matrix factorization, IA: intent aware, MMR: maximal marginal

relevance, NGD: novelty-based greedy diversification.

Table 2. Results on EPC and EPD on different diversification of
the proposed recommender, with discount function of 0.85k and
recommendation list cutoff at 50

Algorithm EPC EPD

No relevance NM 0.9942 0.5634

Mod1 0.9998 0.5686

Mod2 0.9928 0.5678

Mod3 0.9945 0.5634

Mod4 0.9925 0.5695

Relevance NM 0.1401 0.0841

Mod1 0.1271 0.0735

Mod2 0.1425 0.0849

Mod3 0.1436 0.0852

Mod4 0.1310 0.0762

EPC: expected popularity complement, EPD: expected profile distance,

NM: no modifications, Mod1: NM+genre vectors, Mod2: NM+minimum

movie consumption, Mod3: NM+remove popular cluster, Mod4: the

combination of all the variations of the dynamically promoted expert-

based recommender system. 



Using Experts Among Users for Novel Movie Recommendations

Kibeom Lee and Kyogu Lee 27 http://jcse.kiise.org

rating from the user. The recommendations of the pro-

posed system are generated by analyzing the user’s pro-

file, and finding his or her novice area. Earlier, we had

defined a novice area as a cluster of items that the user

does not frequently interact with. Hence, while we are

generating recommendations from this cluster, it will be

extremely difficult to find items in the hidden 20% of the

ratings.

The recommender system was also evaluated, using

different combinations of numbers of dimensions and

clusters. The numbers of dimensions and clusters ranged

from 10 to 50, in increments of 5. Figs. 3 and 4 show that

the system scores better for both EPC and EPD metrics,

as the number of dimensions increases. On the other

hand, increasing the number of clusters results in a loss of

performance. We also observe that the increases in EPC

and EPD values, when increasing the number of dimen-

sions and keeping the number of clusters low, are not

drastic, but still show noticeable improvements.

Fig. 5 shows the distribution of entropy among the users.

More than half the population of users have entropy val-

ues larger than 4. By selecting only users that have

entropy values less than 3.94, we are able to select users

who show patterns of consuming similar items (i.e., from

the same cluster) frequently, while remaining signifi-

Fig. 3. Changes in expected popularity complement score of
the proposed system with varying combinations in the number
of dimensions and clusters. The x-axis is the number of clusters/5
and the y-axis is the number of dimensions/5.

Fig. 4. Changes in expected profile distance score of the
proposed system with varying combinations in the number of
dimensions and clusters. The x-axis is the number of clusters/5
and the y-axis is the number of dimensions/5.

Fig. 5. The entropy distribution of promoted experts. The x-axis
shows the entropy values and the y-axis is the number of experts
who have such entropy values.

Fig. 6. An example of the distribution of promoted experts for
30 dimensions and 20 clusters. The x-axis is the cluster number
and the y-axis is the number of users who are considered experts
in the cluster.
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cantly less active in other items and clusters.

Fig. 6 shows an example of the distribution of pro-

moted experts among the available clusters in the item

space. One cluster is heavily populated with experts, while

the remaining clusters have significantly fewer numbers.

This can be observed independently of the number of

dimensions and clusters. A similar observation is made in

research by Connor and Herlocker [13], where they clus-

tered movies together, and found that the movie distribu-

tions were focused on a few clusters. Although it may be

unnatural for experts to have a uniform distribution

among the clusters, it certainly would be better than hav-

ing experts focused on a single cluster. One solution may

be in finding a clustering algorithm that can create clus-

ters of fairly equal sizes.

VIII. CONCLUSION AND FUTURE WORK

In this paper, we proposed a collaborative filtering-

based approach that used dynamically promoted experts

among the user pool to generate recommendations. These

recommendations were more focused on novelty, while

still maintaining their relevance. This was done by creat-

ing clusters of similar items, which would act as areas of

expertise that the users could be experts on. The proposed

system was implemented using movie rating data from

the MovieLens 1 M dataset, and evaluated using a nov-

elty metric that took into consideration rank and rele-

vance. We used two different approaches in measuring

novelty, EPC and EPD metrics, in which the system per-

formed well with the EPC metric, but did not perform up

to par with the EPD metric.

The proposed DPE-based system has many parameters

that can greatly influence the outcome of the generated

recommendations. In this paper, we examined the changes

in performance according to the novelty metrics, for dif-

ferent combinations of dimensions and clusters. Future

work will examine the effects of different clustering algo-

rithms, changing the parameters regarding the qualifica-

tion of experts, etc. A deeper study could include the

optimal parameter settings and optimal algorithm selec-

tions for specific domains, as the characteristics or con-

sumption patterns of the items may be different for various

domains.

However, the most important future work should be a

live user test, in order to obtain direct user feedback, as

this particular recommender system focuses on providing

novel recommendations, while also keeping them rele-

vant. The EPC and EPD metrics were not the optimal

metrics to evaluate this system, as the goal of the recom-

mender system and the assessment criteria of these met-

rics were not in sync. While a live user test may not be

easy using the MovieLens dataset, as the data is very old,

and users are ‘offline’, it will be possible to do a live user

evaluation using other datasets.
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