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ABSTRACT 
 

Standard Gaussian Mixture Model (GMM) is a well-known method for image segmentation. However, one of its problems is that we 
consider the pixel as independent to each other, which can cause the segmentation results sensitive to noise. It explains why some of 
existing algorithms still cannot segment texts from the background clearly. Therefore, we present a new method in which we 
incorporate the spatial relationship between a pixel and its neighbors inside 3x3 windows to segment the text. Our approach works 
well with images containing texts, which has different sizes, shapes or colors in case of light changes or complex background. 
Experimental results demonstrate the robustness, accuracy and effectiveness of the proposed model in image segmentation compared 
to other methods. 
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1. INTRODUCTION 
 

 TODAY, with the development of information technology, 
scanned images are widely used in many fields such as office 
document, digital library and electronic commerce. Many 
works have been done on text segmentation in the past few 
years. These works can be broadly classified into three major 
categories methods: color clustering which based on repetitive 
color using color information [8], [9]; segmentation based on 
histogram threshold [1], [10], and statistical models method 
[11], [12], [13], [14] which are very popular today.  

The recent methods remain several problems. The color 
clustering techniques assume that there are several colors in 
images and pixels with the similar colors, which can be 
classified into the same category. Furthermore, the performance 
is only good when the color of text pixels is uniform. Another 
drawback is that it is too sensitive to noises and text resolution. 
The threshold method also has its problems. It cannot separate 
text pixels clearly, when background and text are in similar 
colors. Statistical model method builds a model for text pixels 
or all the pixels in images, and then classifies each pixel into 
different categories.  

For previous algorithms, there are some problems need to be 
solved:  

1) Inner area of small objects such as symbols is often too 
small to form basins used in the segmentation.  

2) It is impossible to detect boundaries of objects with ramp, 
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roof and step solve these problems and to develop an efficient 
segmentation method for color images from journals and 
newspapers as well as others images of this kind.  

3) Problems due to lighting conditions, variation in front 
shape and color, shadow of images.  

Recently, GMM has become the famous algorithm for 
segment objects. However, one of the problems of standard 
GMM is that the spatial relationships between the neighboring 
pixels are not taken into its account. Although the GMM is a 
well-known and simple method for image segmentation, its 
segmentation result is thus sensitive to noise.  
  In this paper, we focus on natural scene texts and develop a 
color segmentation method for OCR systems. As we know, 
most of typical images in natural scenes, scanned pages of 
color journals and newspapers contain different types of texts. 
In our case, we can consider texts as objects, which have 
clearly defined edges and should be segmented from the 
background. We present a solution to handle the problem of 
other methods based on Gaussian Mixture Model, which 
currently remains as a popular method for text image 
segmentation [15]. 

In this method, the first step we calculated the local spatial 
relationship between neighboring pixels, the second step we 
modify Gaussian Mixture Model method and using 
expectation- maximization method estimate the parameters of 
GMM. The results is binarized images in which texts is 
segmented completely from complex background. 

The remainder of the paper is organized as follows. In 
Section 2 we introduce again standard GMM. Section 3 we 
describe the details of proposed method. Section 4 is our 
experimental results based on the challenging ICDAR 2003 
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word dataset and finally conclude the work in Section V. 
Finally, we make conclusion in section 5. 
    
 

2. STANDARD GAUSSIAN MIXTURE MODELS 
 

  As we know, the standard GMM considers each pixel in 

image as observation sample ix and the density function at an 

observation is:   
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Where kπ is the prior distribution indicates how likely 

pixel ix belongs to the class kΩ , and kπ must satisfy the 
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number of Gaussian Models. In our case, we assume that all 
texts in images have the same color and background usually 
has color that is different from the texts. Therefore, we choose 
K= 2 in order to making mask image which indicates which 
part is either foreground or background separately. 

The Gaussian distribution ( | )i kp x Ω is given by 
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  Where kµ and kσ is the mean and covariance of the 

Gaussian distribution ( | )i kp x Ω . 

Our aim is find parameters  ( , , )k k kµ σ πΘ =  in order 

to maximize the likelihood function:  
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 There are many techniques have been developed to 
determine these parameters. One of the popular method is 
expectation maximization algorithm which based on Bayes’ 
theorem. We will illustrate this algorithm more details for our 
purpose in Section 4. 
   It is well known that the neighbor pixels within a small 
window are usually similar. One of the major drawbacks of 

standard GMM is that the pixel observations ix are consider to 

be independent to each other so that the information of the 
neighboring pixels is not taken into account. Another limitation 

of standard GMM is that the prior distribution kπ has for each 

class the same weigh values for each pixel in the image, and 
thus, it sometimes misclassifies the observation into the correct 
class. 
 
 

3. THE PROPOSED METHOD  
 

3.1 Overview of system  
In this section, we introduce the method to handle some 

previous problems of standard GMM. The method has been 
proposed in [17]. However, they also use the gradient method 
instead of using expectation-maximization algorithm to 
maximize the log-likelihood function. In our case, we simply 
using that modified GMM, combined with traditional 
expectation maximization algorithm to segment texts image in 
natural scenes. These images are influenced by lighting or 
noises, which can cause the complex textures, and thus, the 
standard GMM fails to detect texts. The main difference of this 
method from the standard GMM is that the prior distributions 

ikπ are different for each pixel, which is indicated by the 

values of itself and the neighbor pixels. The overview of the 
proposed system is illustrated in Fig. 1. 

 

Initialization : Using K-means 

Modify the priors for each pixel: 
using spatial relationship

Expectation step

Maximization step

Segmented 
image

Input image

Iteration < max_interation or 
loglikelihood > threshold 

 

Fig. 1. Flowchart of our system. 
 

3.2 The local spatial relationship 
In the standard GMM method, the prior for each pixel in 

initialization step of expectation-maximization algorithm is 
equal because pixels are considered as there are no relations 
between them. For example, with K = 3, the prior for each pixel 
is (1/3, 1/3, 1/3) which means that the percentage of pixel 
belongs to each class is the same. Therefore, we easily 
misclassify pixels in case of complex textures. Some noise 
pixels in the background, which have same color as texts also 
classify as texts de furthermore, there is high time consuming 
for convergence.  

By using spatial relationship, we could determine the prior 
for each pixel in initialization step. Each pixel should have the 
prior for each class differently. For example, pixels in texts 
should have high prior for class foreground and lower priors for 
others while pixels in background, which even have the same 
color with texts because of noises must have low prior for 
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foreground class and higher prior for other classes. This is the 
main ideal of the proposed method. 

( , )m n
ix x≡

3 3×
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( , )m nx ( , 1)m nx +
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( , 1)m nx −

 
Fig. 2. 3x3 window including center pixel and its 

neighborhood. 
 
The prior distribution of each pixel are determined in the 

following steps:  
Step 1: In the images of size M N× , we replace the value 

of each pixel with the mean of its neighborhoods inside 3x3 
window. 
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Step 2: Define ( )ikw x  to represent the weight of each 

pixel in each class jΩ  as : 
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 Where kµ and kσ are the means and covariance for 

classes that are the output of K-means clustering algorithm. We 
recognize that the neighboring pixels have strong contribution 
to determine the prior for the center pixel. In case of pixels 
belong to the text, which usually have similar colors, they will 
have high weight for foreground class while many separated 
noise pixels will have lower weight for this class. 

Step 3: In this step, we already have the weight matrix of 
size M N× . In order to differentiate the pixels inside the text 
and the ones in background, we take average of the weight 
matrix inside of 3x3 windows again.    
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Finally, we can determine the prior distribution for each 

pixels corresponding to each class jΩ . 
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The idea to incorporate the spatial constraints in our method 
is based on a fact that neighboring pixels in an image are 
similar in some sense. Based on this relationship, we replace 
each pixel value in an image with the average value of its 
neighbors, including itself. 

 
3.3 Expectation maximization algorithm 

Expectation maximization algorithm was taken to estimate 
the parameters of Gaussian mixture models. If all samples are 
independent and identically distribution, then the log-likelihood 
functions is defined as standard GMM. 

There are two steps:  
Expectation step: Compute and uniform the posterior 

probability of each sample (1 )nx n N≤ ≤  belonging to  

k-th cluster as follow: 
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Where ( | )i kp x Ω  is computed with Eq. (2). 

 
Maximization step: Get the new parameters throughout the 

maximum of Eq. (3). The concrete equations as follow: 
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When EM algorithm is convergent, the posterior probability 

of each sample (1 )ix i NxM≤ ≤  belonging to each 

(1 )k k K≤ ≤  cluster is taken. Then the class of each 
sample can be determined means of using the maximum 
probability rule. 

 
 

4. EXPERIMENTAL RESULTS 
 

4.1 Data set 
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  In this part, we use sample images from the ICDAR 2003 
Robust Word Recognition dataset [16] for our experiments. It 
consists of 171 natural scene text images. The data set contains 
different sizes and labels. These images have several 
degradations due to uneven lighting, complex background, blur 
and similar foreground background colors. Fig. 2 shows some 
examples from the image data set. 
 

 
 
 
 
 
 
 
 

Fig. 3 . Some samples images we considered in this work. 
 

4.2 Experiments and result 
 

  Two evaluation methods are used to evaluate text 
segmentation performance. One is pixel classification rate 
(PCR), which is computed based on pixels and widely used in 
image segmentation tasks. The other is character recognition 
(CRR), we calculate based on characters and popularly used in 
text segmentation. They are defined such as: 
 

correctly classified pixlesPCR
total pixels

=

correctly recognized charactersCCR
total characters

=  

 
To evaluate the performance of the proposed method based 

on the extended GMM method, we compare it with the well-
known methods based on threshold histogram: Niblack [1], 
Kittler [11], K-means and standard Gaussian Mixture color 
clustering method in chapter book [2] and produce successful 
segmentation results. The PCR and CRR of four methods are 
shown in Table 1. The proposed method performs the best 
among the four methods. Some segmentation examples are also 
illustrated in Fig. 4, which shows that compared with other four 
methods the proposed method can obtain better segmentation 
results from images with complex background.  

 
Table 1. Segmentation results with respect to well-known 
valuation measures (average). 

Method CRR PCR 
Niblack 0.77 0.85 
Kittler 0.74 0.86 

K-means 0.76 0.87 
GMM 0.75 0.85 

Proposed 0.89 0.91 
 
 

 
 

 
 

(a)                    (b) 
Fig. 4. (a) Original image, (b) Segmentation result of our method. 

 
 

5. CONCLUSION 
 
In this article, we present a method to incorporate the spatial 

relationship between neighboring pixels into the standard 
GMM. This method can segment ramp, roof edges, and 
different size text in complex background from scanned image 
efficiently. This method solved some problems such as inner 
area of small text, variation in the front shape, color and 
shadow of images based on extended Gaussian mixture model 
with EM algorithm. The proposed method can handle well with 
scanned images from journals and newspapers and compare the 
proposed approach with other four text segmentation methods. 
Experiment results demonstrate that our method gives better 
text segmentation results and can effectively segment text from 
images with complex background. In the future, we should 
investigate more about GMM clustering in text segmentation. 
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