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Abstract 

The method proposed in this paper can improve the performance of the Boosting algorithm in machine learning. The proposed Boundary 

AdaBoost algorithm can make up for the weak points of Normal binary classifier using threshold boundary concepts. The new proposed 

boundary can be located near the threshold of the binary classifier. The proposed algorithm improves classification in areas where Normal 

binary classifier is weak. Thus, the optimal boundary final classifier can decrease error rates classified with more reasonable features. Finally, 

this paper derives the new algorithm’s optimal solution, and it demonstrates how classifier accuracy can be improved using the proposed 

Boundary AdaBoost in a simulation experiment of pedestrian detection using 10-fold cross validation. 
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1. Introduction 

 

In machine learning, the main factors required for training 

the machine are samples and classifiers. Standard training data 

are used to make a clear decision for both detection and 

tracking algorithms. For example, these standard training data 

include CBCL of MIT, CMU, and others. Furthermore, for 

various experiments, we can use unusual training data which 

contain a variety of angles and brightness values. 

The classifier is a decision function for events. Binary 

classifiers can be used to determine events based on a binary 

function [1], [2]. Classifiers must be trained in diverse 

environments to increase the accuracy using adjusted variables. 

In this paper, we improve the performance of a binary classifier, 

and we test a modified version of AdaBoost that applies the 

proposed boundary classifier. According to AdaBoost theory, 

the Boosting algorithm can use a strong classifier that combines 

modified weak classifiers [3-6]. Generally, weak binary 

classifiers will classify detecting objects into two classes. 

However, the proposed boundary classifier can classify objects 

into three classes, that is, into two classes and a meaningless 

class. The meaningless class indicates a region with a low 

confidence rate even though the object is correctly classified. In 

other words, this class is chosen as the neighborhood domain of 

the threshold which is a criterion of a binary classifier. Thus, 

the proposed boundary classifier can improve performance, 

since this meaningless class will be excluded from a correctly 

classified class. We will test the AdaBoost algorithm, which 

modifies the weak classifier using a boundary classifier and 

tune the size of a boundary. The proposed method works, not 

by extracting a new feature, but rather by inserting weight 

parameters related to the detection object into AdaBoost, 

improving the weak classifiers. Additionally, a new domain of 

threshold is determined based on Normal algorithm’s 

classification errors, which improves accuracy where Normal 

binary classifier is weak. Thus, our proposed method 

complements the binary classifier.  

We introduce Normal Adaboost briefly in Section 2, show 

the procedures of our proposed Boundary AdaBoost in Section 

3, and the result of experiment using pedestrian training data in 

Section 4. Finally, some concluding remarks are made in 

Section 5. 

 

 

2. Background 

 

2.1 Optimal Solution of Normal AdaBoost 

Normal AdaBoost algorithm is the solution of the 

optimization problems using the additive linear model [7], [8]. 
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where x is training samples, h is the classifier, α is the 

confidence rate of the classifier, D is weights of the training 

data and t is a step of the calculation. We can separate into two 

cases, correctly classified and incorrectly classified, as follows. 
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Let 
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 , then we can obtain the 

following equation. 
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If the weight D is normalized for a next step calculation, then 

we can obtain the following equation. 
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Finally, we derive the optimal solution of the confidence rate α 

as follows. 
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As expected, it is shown that the optimal α is 
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Consequently, Normal AdaBoost has exponentially decreasing 

error rates [5]. 

 

2.2 Updating Weights of Normal AdaBoost 

As expected, we can obtain the weight D by updating in 

Normal AdaBoost as follows.  
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According to AdaBoost theory, the feature weight of correctly 

classified data is decreasing and the feature weight of 

incorrectly classified data is increasing, so the summation of 

weights can determine the error rates of classifiers. Thus, we 

can choose the strong classifier that correctly classifies as that 

which has high weights. 

 

 

3. Boundary AdaBoost 

 

3.1 Boundary Classifier 

In this section, we will explain the modified binary classifier, 

a boundary classifier as shown in Fig. 1. According to machine 

learning theory, the binary classifier h is the decision function 

with two classes. Thus, the binary classifier at step t will be 

presented as follows [3], [5]. 
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where θ is a threshold which is a criterion of a decision. In this 

paper, we propose a boundary classifier which has three classes 

{-1, 0, 1}, depending on an input value.  

 

 
(a) 

 

(b) 

Fig. 1. Comparison of the binary classifier and a boundary 

classifier (a) Normal binary classifier (b) Boundary classifier. 

 

The meaningless class of a boundary classifier can be 

determined as the neighborhood region [-s, s] of a threshold θ. 

Thus, the size of a boundary will be 2s and a boundary 

classifier b can be presented as follows. 
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The training samples x belonging to the boundary s will be the feature 

with a low confidence rate, since these samples are located in the 

neighborhood of a threshold. In other words, we cannot determine if 

classified samples are correctly classified even if these samples are 

classified to their true classes. Fig. 2 shows three classifiers: two black 

classifiers and one red classifier. We will choose a red classifier even if all 

three classifiers have the 0 error rate. The number of samples far from the 

threshold is an important factor, which determines an optimal classifier. 

In other word, a red classifier will be classified correctly even if samples 

are affected by a noise [9-13]. 

 

Fig. 2. Optimal classifier to scatter training data. 
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3.2 Optimal Solution of Boundary AdaBoost 

Boundary AdaBoost has the particular weak classifiers 

having three values different from Normal AdaBoost: true (1), 

false (-1) and meaningless (0). Thus, 

 }1,0,1{tiby  

where y is true classes of the training data, b is the boundary 

classifier. Therefore, equation (2) can be separated into three 

cases: yb > 0, yb < 0 and yb = 0. 
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where 
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The optimal solution of the confidence rate of classifier α 

can be calculated as follows. 
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Thus, we easily obtain 
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3.3 Updating Weights of Boundary AdaBoost 

In this section, we will present a method of updating weights 

as follows [3]. 
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Then, we can derive the following form using a forward 

additive model, which is a greedy approach. 
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The weights of training data sets depend on classification 

results. The weights of adjacent features close to a threshold are 

increasing, which indicates that they are incorrectly classified 

data. With this method, we increase the weights of training data 

that are far from the threshold, where confidence rates are 

higher. On the other hands, we decrease the weights of training 

data that are close to the threshold, where confidence rates are 

lower. 

In other words, our proposed AdaBoost algorithm selects a 

strong classifier which scatters the training data far from the 

threshold. Consequently, we proposed the Boundary AdaBoost 

as choosing the optimal classifier to scatter training data far 

from the threshold associated with the detection objects [14]. 

 

3.4 Fuzzy Lookup Method for determining Boundary Size 

We now need to consider how the boundary size s might be 

determined. In this paper we use the fuzzy lookup methods in 

order to determine the boundary size since these methods can 

easily be applied and implemented by the expert’s experience 

[14-16]. Thus, the fuzzy rules Ri are chosen via the relationship 

between the input x1, x2 and output y of the target system as 

follows. 

 iiii BisyThenAisxandAisxIfR 2211:  (16) 

These fuzzy rules can be expressed by the fuzzy inference μB 

where includes the fuzzifier, defuzzifier and fuzzy rules. Thus,  
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where μA is the singleton fuzzifier, y* is the centered average 

defuzzifier, l and w are the index and weights of the fuzzy rules, 

respectively. Several fuzzy rules can be crashed each other 

since they depend on the input-output pairs via the experience. 

This problem can be solved by assigning the degree D to each 

rule []. 
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4. Experimental Classification Results 

 

We simulated Boundary AdaBoost to ensure performance 

using real-world images. For testing, we used both the 

pedestrian for positive data and road background for negative 

data, and the image size is 128 by 64 pixels. Thus, the goal of 

this simulation is to detect the pedestrian on the road. We chose 

the histogram of oriented gradients [17] for the extraction 

algorithm which obtains sample features. The partition of HOG 

was chosen to be three on the x-axis, six on the y-axis and eight 

on the orientation [17-19]. Thus, the resolution of these divided 

images will be 42 × 10 pixels. Furthermore, the orientation 

of these segment images can be divided into eight bins. Thus, 

the total dimension of features will be 3 × 6 × 8 bins. In 

other words, one training image will be separated into 18 

segments. Similarly, each segment will be divided into 8 
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orientations [18].  

For the first experiment, we measured the error rates using 

various boundary size s. Table 1 shows the initial value of both 

α and s, and shows the change of parameters at each step t. We 

assume that s = 0.04 and that both the minimum and maximum 

values of features will be assumed to be almost constant. Then, 

we set the boundary s to the various sizes in order to know the 

influence on the error rates of the final strong classifier. For 

testing, we have simulated Boundary AdaBoost with both 1945 

positive data and 2360 negative data in MATLAB R2008a. 

Furthermore, 3145 images were tested that consist of 1105 

positive data and 2040 negative data. We used 100 boundary 

weak classifiers, and have taken 2280 seconds for training and 

0.01 seconds for testing with the 2.4 GHz Pentium 4 Dual core 

and 4G RAM. Fig. 3 shows the number of features belong to 

boundary using the proposed algorithm when s = 0.04. This 

result means the constant boundary size cannot reduce the 

number of the features belong to the boundary. Hence, we need 

to find the relevant boundary size. 

The error rates of between Normal AdaBoost and Boundary 

AdaBoost, which have various boundary sizes using 10-fold 

cross validation, are shown in Fig. 4. As expected, constant 

boundary sizes have decisive effects on the error rates. Thus, it 

is important for experts to decide on the proper boundary size. 
Therefore, this method is hampered by its necessary reliance on 

the experience of an expert to define the boundary that should 

be used. 

 

 

Fig. 3. Number of features belong to boundary using 10 fold 

cross validation. 

 

Table 1. Parameters for training (r is the number of features 

belong to s and α is the confidence rate of the classifier). 

t 1 2 3 4 5 

s 0.012 0.013 0.014 0.012 0.013 

α 0.780 0.709 0.569 0.447 0.347 

r 135 180 169 181 163 

 

 
(a) 

 
(b) 

Fig. 4. Comparison of error rates with various boundary sizes 

(a) when the error rates cannot exponentially reduce (b) when 

the error rates exponentially reduce. 

 

To assign the boundary size, we applied the fuzzy lookup method. This 

method needs the input-output pairs for the IF-THEN rules, which were 

obtained by the pre-test. Thus, we chose the two fuzzy inputs as both the 

classification error ε and the number of the features belong to the 

boundary. Also, the output of the fuzzy method was chosen as the 

boundary size. The each input consists of five fuzzy classes: Very Small 

(VS), Small (S), sTandard(T), Big (B) and Very Big(VB). These 25 

fuzzy rules were directly applied to the fuzzy lookup table. Also, the 

membership functions of two inputs and one output were chosen as 

shown in Fig. 5. Each function identically was same with an individual 

fuzzy class. We simulated using the fuzzy lookup method with the 

lookup tables, which were assigned by the pre-test. Fig. 6 shows the effect 

on the applied fuzzy algorithm. The error rates were similar to the 

exponential function. This means the adjusted boundary sizes 

significantly affect the entire performance of the boosting strong classifier. 

Also, the error rates were more reduced than the Normal AdaBoost when 

the number of the combined features was increased. This result verified 

that the boundary classifiers are reasonable for the ensemble learning 

methods, such as the boosting. 

 

 

Fig. 5. Input membership function for the fuzzy lookup method. 

 

 

Fig. 6. Comparison of error rates using the fuzzy lookup 

method and 10 fold cross validation 
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5. Conclusions 

 

In this paper, we have examined the accuracy of AdaBoost 

with a boundary. We have improved the AdaBoost performance 

using by including a boundary classifier. The Boundary 

AdaBoost can adjust the weights of the features close to the 

threshold. As expected, it is important to determine the boundary 

size, which is accomplished by the fuzzy lookup method. Thus, 

we can adjust the reasonable boundary size to increase the 

accuracy. Furthermore, for higher speed calculations, we will use 

linear discriminant analysis to combine features obtained from 

multiple sensors, and we will study the combined features at 

higher steps of classification and the voting method, which 

excludes the histogram bins by using the confidence rate. 
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