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Abstract 
 

Decision-making is to extract information that can be executed in the future, it refers to the process of discovering a new data model 
that is induced in the data. In other words, it is to find out the information to peel off to find the vein to catch the relationship between 
the hidden patterns in data. The information found here, is a process of finding the relationship between the useful patterns by 
applying modeling techniques and sophisticated statistical analysis of the data. It is called data mining which is a key technology for 
marketing database. Therefore, research for cluster analysis of the current is performed actively, which is capable of extracting 
information on the basis of the large data set without a clear criterion. The EM and K-means methods are used a lot in particular, how 
the result values of evaluating are come out in experiments, which are depending on the size of the data by the type of distance-based 
and probability-based data analysis. 
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1. INTRODUCTION 
 

Computers and Internet evolves rapidly, all organizations and 

companies have decided to build a database to recognize as 

information infrastructure data. By becomes enormous size as 

finding a simple query tool is difficult to grasp the 

characteristics, the database was able to obtain a new 

knowledge could not know until now. The patterns and 

relationships are inherent in the database, and to provide the 

necessary information to decision-making, but the cluster 

analysis and to find a pattern in small groups with similar 

characteristics a variable of this data is called. And cluster 

analysis in the characteristics of the data of is often used to 

find a group of similar items. Therefore, in this paper, we 

examine what the EM technology commonly used in the 

cluster analysis, let's analyze how the value of the result of 

the EM method or out depending on the size of the data. 

 

2. RELATED RESEARCH 
 

2.1 Counting the cost 

Two confusion matrix for three classes ABC in Fig. 1.The 

table on the left, is the case of the actual forecast, table on the 

right, to the prediction with random values.In the test set a 

total of 200 pieces, the success rate will be 70% Become a 

140 with a 88 +40 +12 cost of diagonal if the results match 

predictions and the actual success rate of the actual forecast, 

but right If I show a success rate lower than 82 units when the 

prediction of success. To extract information without separate 

class when extracting any information from the database and 

finally also shows that likely will be extracted after the 

prediction. 

 

 

Fig. 1. Different outcomes of a three-class prediction 
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2.2 Concept of the EM 

EM algorithm is a congestion algorithm first proposed by 

Hartley in 1958, was organized by Dempster in 1977. Similar 

to the K-Means algorithm, after you create the initial model, 

EM algorithm will continue to create a model with optimized 

model through the purification process repeated. EM 

algorithm will continue to create a model of optimum by 

adjusting possibility via the repeated purification process; 

each object belongs to a mixture model to probability. The 

K-Means algorithm is using Euclidean distance function by 

the log-likelihood function, while EM algorithm to evaluate 

the suitability of the model. In other words, K-Means 

congestion is a method of distance-based, while EM 

Probability-based clustering. 

K-Means algorithm used a similar approach and virtually 

in the congestion algorithm belonging to the method of 

division. However, unlike to evaluate goodness of fit with the 

distance K-Means, EM is the major difference is that it 

evaluates the goodness of fit with that probability. Congestion 

probability-based, using the mixture model for the 

distribution of data. Congestion means the data distribution of 

one here. The congestion probability-based, it can record one 

belongs to more than one model. Extent to which belong at 

this time is to be given as probability weight. 

 

3. EXPERIMENTS 
 

3.1 EM Algorithm 

In Fig. 2, the EM algorithm is the number of clusters, k and 

termination conditions before performing. The algorithm is 

divided into M-Step and E-Step large. Calculate the 

probability that the probability distribution for the k, each 

record belongs, and assign it to convert the weight E-Step is 

Expectation Step. M-Step next Maximization Step updates 

the model. In order to assume a normal distribution, this 

process changes the mean and standard deviation of records 

assigned new models from EM. At this time, because it has a 

weight element about each record, it will be calculated taking 

into account the weights. 

 

 

Fig. 2. EM Algorithm 

3.2 Experiment 

The data in Fig. 3 is a data consisting of results of four 

subjects mathematics of 10 students, physics, English, and 

Chinese. [Mathematics, physics] is a good student, three 

students of the first, is a good student [English, Chinese] the 

three following. 2 people are an excellent student all four 

subjects, a student not all subjects of all, that is, and the last 

two, is a simple data that is configured on a herd of four. 

Therefore, it is cast WEKA program data. 

 

 

Fig. 3. Student performance data 

 

 

Fig. 4. Format Arff data 

 

WEKA is a data mining program that was developed in the 

Java language. Unlike what not to contact data mining 

programs plurality expensive, it can be obtained easily by 

program provided free of charge. The system provides source 

code for the Java language of the entire program as open 

source other than anything; it is a very useful program 

developer to develop data mining application to reference. 

Because it is a program that is not a commercial program was 

produced for research purposes, it is possible to feel some 

difficulty when using. It is free, offers analysis algorithms 

many different rather than pay some programs, analyzing 

visual features is also excellent and it is a program that can be 

effectively used to analyze the data. For taking the WEKA 

program, the data type of the above-mentioned. Use the Arff 

format as shown in Fig. 4 
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Fig. 5. WEKA program 

 

Turning to Fig. 5, the variable name display four are 

middle left, the screen now talking selected variables, 

Selected attribute upper right is selected mathematically. In 

the table below, statistics of the selected variables (minimum 

value, maximum value, average value, deviation) are out. So 

it will be moved to cluster tab is a third tab to the cluster 

analysis on the basis of this. 

 

 

Fig. 6. EM algorithm selects Options 

 

Though it is a screen that comes out when you click the 

Cluster, EM algorithm is selected basically already, Fig. 6, 

can also be accomplished by selecting the other algorithms, to 

change the option. When you click the Choose button, it will 

be displayed for you to select the algorithm. After you click 

the text EM, if you click on the empty space of the screen, a 

window where you can change the options will be displayed. 

The called numClusters in the Options window is that it refers 

to the number of crowded, fill in the four the number of 

crowded we can crowded, and assumed to be congestion of 

four, and we have created a data I experiment 

 

 

Fig. 7. EM algorithm 

 

Looking at Fig. 7, looking at the bottom of the right pane, it 

can be seen that it has been created congested four. So name 

congestion 0, 1 congestion, congestion 2, 3 of congestion has 

been granted. First, it is possible to grasp the number of 

records contained per congestion. Three students belong to 

the congestion 0.The congestion 2, 3 to congestion, the 

congestion 4 of 2 people, it is out on the results of three 

people and belongs to two people is not belong in this way. 

 

 

Fig. 8. EM algorithm data 

 

Fig. 8 is a diagram startup screen of Fig. 7, an enlarged 

clearance of congestion. In the Cluster part, it is a summary of 

the first cluster 0 congestion. 20% of the total, i.e., 0.2, is a 

sense that contains the data of one 2 probability though to talk 

of numbers that are on the bottom of the 0. Information about 

the variable (average, deviation) is displayed directly below it. 

95 average, deviation 33, 95 average, China is a deviation 5.0 

92.5 average, deviation 2.5, English 93.5 average, deviation 

6.5, science and math. In other words, congestion 0 is 

possible to understand that math, science, English, Chinese, 

which is an excellent group performance of all. Mathematics, 

science is superior run Chinese English is a group 
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performance is low, the Cluster2, Cluster1 is a group 

performance of all subjects is low, The Cluster3, grades 

mathematics, science is low, indicating that it is a group 

results in English and Chinese high. 

 

 

Fig. 9. Chart for EM algorithm 

 

If you look at the (XY graph) white part of the center, 

asterisk (Show 10 students) 10 records (*) display has been. 

X-axis current is a classification by number of congestion, Y 

axis is what you view the score of mathematics. Each asterisk 

(*), can be viewed to determine the records contained in the 

congestion of each other that they are displayed in different 

colors depending on the congestion. 

This will analyze large amounts of data via the EM 

algorithm. Mammographic Mass Data BI-Severity RADS 

assessment, Age, Shape, Margin, Density, consists of a total 

of 6, and has a total of 961 instances. Therefore, because it is 

data that will determine the Severity see BI-RADS 

assessment, Age, Shape, Margin, and Density, looking at the 

attribute, the BI-RADS assessment, is represented by a 

number between 0-6, this data, Age is, the Shape, the 1 ~ 4, 

Margin, 1 ~ 5, Density is represented by 1 ~ 4, Severity will 

us decide whether 0 or 1 through them by the exact age 

respectively. 

 

 

Fig. 10. Mammographic Mass data 

4. EXPERIMENTAL RESULTS 
 

Fig.11, 12, and 13 through the WEKA program is the result 

of analysis of the EM algorithm, the data on the analysis of 

the two communities. Looking at them, the BI-RADS 

assessment, 50 congestion 1 in 0 crowded out 60 about Age it 

is possible to see congestion 0 that there is no significant 

impact in the cluster analysis of four crowded one came out 

in 4,7 crowded one will be able to see that age is good to have. 

But much higher compared to cluster 1 and cluster levels 0, 

1,2 In Shape or similar in the three figures, has much higher 

contrast, the 4 lower in cluster 0 and cluster 1 that can be seen. 

Once you have the numbers 1, 2, and go to 0 communities 

only when you Shape is equal to the numerical value of 4, go 

to the communities. In Fig. 4, 5 Margin Looking at figs. 1 0 

communities is much higher, the when similar Fig. 2,3. 

 

 

Fig. 11. EM algorithm analysis 

 

 

Fig. 12. EM algorithm Attribute 

 

Density, all numerical values are, on average, when there is 

no error. So when I saw this, Density means that there is a big 

impact in the cluster analysis. Finally, looking at the Severity, 
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value 0, 0 congestion is much higher, the number 1, the result 

is high congestion 1 is out. Congestion and congestion 1 0 

approximate data has not been changed completely clustering, 

is shown clustering has become well. 

 

 

Fig. 13. EM algorithm Density 

 

5. CONCLUSIONS 
 

In recent years, efforts for using data mining methods in 

each field to obtain the information is underway, no standards 

specifically mentioned, algorithms cluster analyzing 

classification is able to apply the EM algorithm tried to. The 

analyzed data of different sizes by applying the EM algorithm 

of WEKA program, but it was crowded full as predicted 

based on the performance data of students who experiment 

first. Result of the experiment, there is some errors but 

Mammographic Mass data was seen that it has been group of 

Jip through some numbers low high. That is, when the cluster 

analysis data using the EM algorithm blowing also be a 

difference in size of the data, clustering, the data indicate that 

the No significant errors. However, it was found in this 

experiment that the speed is slow as the size increases, in this 

paper, we made a comparative analysis in accordance with 

the size of the data passed through only the EM algorithm in 

the method of congestion, but the future consider the scheme 

that can be to try to comparative analysis of congestion 

various methods also analyze the EM algorithm, and 

overcrowd the large amount of data in a short time. 
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