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SOME RESULTS ON CERTAIN CLASS OF ANALYTIC

FUNCTIONS BASED ON DIFFERENTIAL SUBORDINATION

Jugal Kishore Prajapat and Ritu Agarwal

Abstract. In the present paper we derive various useful properties and
characteristics for certain class of analytic functions by using the tech-
niques of differential subordination. Some interesting corollaries and ap-
plications of the results presented here are also discussed.

1. Introduction

Let A denote a class of functions of the form

(1.1) f(z) = z +

∞
∑

n=2

anz
n,

which are analytic in the open unit disk U = {z : z ∈ C, |z| < 1}. For the
functions f and g analytic in U, we say f is subordinate to g in U and write
f ≺ g, if there exists a function w(z) analytic in U such that |w(z)| < 1, z ∈ U

and w(0) = 0 with f(z) = g(w(z)) in U. If f is univalent in U, then f ≺ g is
equivalent to f(0) = g(0) and f(U) ⊂ g(U).

A function f ∈ A is said to be in the class Bλ,α(A,B), if and only if, it
satisfies the following subordination condition:

(1.2) (1− λ)

(

f(z)

z

)α

+ λf ′(z)

(

f(z)

z

)α−1

≺ 1 +Az

1 +Bz
,

where z ∈ U, λ > 0, α > 0, −1 ≤ B < A ≤ 1.
For simplicity, we put

Bλ,α(1− 2ρ,−1) = B(λ, α, ρ),
where B(λ, α, ρ) denotes the class of the functions f ∈ A which satisfy the
inequality

(1.3) ℜ
(

(1 − λ)

(

f(z)

z

)α

+ λf ′(z)

(

f(z)

z

)α−1
)

> ρ.
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Here z ∈ U, λ > 0, α > 0, 0 ≤ ρ < 1.
The powers in (1.2) and (1.3) are understood as principal values. It is

obvious that the subclass B(1, α, 0) is the subclass of Bezilevic functions [2].
The subclasses B(1, α, ρ) ≡ B(α, ρ) (0 ≤ ρ < 1) and B(0, α, ρ) (ρ < 1), have
been studied by Liu [5] and Singh [8], respectively. The subclass B(λ, 1, ρ)
(0 ≤ ρ < 1) has been studied by Chichra [3] and Ding et al. [4].

In the present paper we give some sharp sufficient conditions for the function
class Bλ,α(A,B). For obtaining our main results we will use the method of
differential subordinations. Namely if φ : C2 → C (where C is the complex
plane) is analytic in domain D ⊂ C, if h(z) is univalent in U, and if p(z) is
analytic in U with (p(z), zp′(z)) ∈ D, then p(z) is said to satisfy a first order
differential subordination if

(1.4) φ(p(z), zp′(z)) ≺ h(z).

The univalent function q(z) is said to be a dominent of the differential subordi-
nation (1.4), if p(z) ≺ q(z) for all p(z) satisfying (1.4). If q̃(z) is a dominent
of (1.4) and q̃(z) ≺ q(z) for all dominents of (1.4), then we say that q̃(z) is the
best dominent of the differential subordination (1.4). For the general theory of
differential subordination, one may refer to the Miller and Mocanu [7].

In our present investigation we shall need the following lemmas from the
theory of differential subordination:

Lemma 1.1 (Miller and Mocanu [7, p. 71]). Let h(z) be a convex (univalent)
function in U with h(0) = 1 and let the function φ(z) = 1 + a1z + a2z

2 + · · ·
be analytic in U. If

(1.5) φ(z) +
1

γ
zφ′(z) ≺ h(z) (ℜ(γ) ≥ 0; γ 6= 0; z ∈ U),

then

(1.6) φ(z) ≺ ψ(z) :=
γ

zγ

∫ z

0

tγ−1h(t)dt ≺ h(z) (z ∈ U)

and ψ(z) is the best dominant.

Lemma 1.2 (See [7, p. 132]). Let q(z) be analytic and univalent in U and let

θ(ω) and φ(ω) be analytic in domain D containing q(U) with θ(ω) 6= 0 when

ω ∈ q(U). Set

Q(z) = zq′(z)φ[q(z)], h(z) = θ[q(z)] +Q(z)

and suppose that

(1) Q(z) is univalent and starlike in U;

(2) ℜ
(

zh′(z)
Q(z)

)

= ℜ
(

θ′[q(z)]
φ[q(z)] +

zQ′(z)
Q(z)

)

> 0 (z ∈ U).

If p(z) is analytic in U with p(0) = q(0), p(U) ⊂ D and

θ[p(z)] + zp′(z)φ[p(z)] ≺ θ[q(z)] + zq′(z)φ[q(z)] = h(z),

then p(z) ≺ q(z) and q(z) is the best dominant.
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The generalized hypergeometric function pFq is defined by (see, for exam-
ple, [9])
(1.7)

pFq ≡ pFq(α1, . . . , αp;β1, . . . , βq; z)

=

∞
∑

n=0

(α1)n · · · (αp)n
(β1)n · · · (βq)n

zn

n!

(z ∈ U; αj ∈ C (j = 1, 2, . . . , p), βj ∈ C/{0,−1,−2, . . .} (j = 1, . . . , q);

p ≤ q + 1; p, q ∈ N0),

where (α)k is Pochammer symbol defined by

(α)0 = 1, (α)k = α(α + 1) · · · (α+ k − 1); k ∈ N.

Each of the following identities (asserted by Lemma 1.3) below is well known
[1, p. 556–558]:

Lemma 1.3. For real and complex numbers a, b and c (c 6= 0,−1,−2, . . .)
(1.8)
∫ 1

0

tb−1(1−t)c−b−1(1−zt)−adt =
Γ(b)Γ(c− b)

Γ(c)
2F1(a, b; c; z) (ℜ(c) > ℜ(b) > 0),

(1.9) 2F1(a, b; c; z) = (1 − z)−a
2F1

(

a, c− b; c;
z

z − 1

)

,

(1.10) 2F1

(

a, b;
a+ b+ 1

2
;
1

2

)

=

√
π Γ((a+ b+ 1)/2)

Γ((a+ 1)/2)Γ((b+ 1)/2)
,

(1.11) 2F1

(

1, 1; 3;
az

1 + az

)

=
2(1 + az)

az

(

1− ln(1 + az)

az

)

(a 6= 0).

2. Main results

Our first main result is given by the following theorem:

Theorem 2.1. If f(z) ∈ Bλ,α(A,B), then

(2.1)

(

f(z)

z

)α

≺ X (z) ≺ 1 +Az

1 +Bz
(z ∈ U),

where

X (z) =















A

B
+

(

1− A

B

)

(1 +Bz)−1
2F1

(

1, 1;
α

λ
+ 1;

Bz

1 +Bz

)

(B 6= 0),

1 +
α

λ+ α
Az (B = 0)

and X (z) is the best dominant of (2.1). Also

(2.2) ℜ
{(

f(z)

z

)α}

> X (−1).
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The result (2.2) is sharp.

Proof. Let f(z) ∈ Bλ,α(A,B) and assume that

(2.3)

(

f(z)

z

)α

= p(z).

We may express the function p(z) as p(z) = 1 + αa2z + · · · , which is analytic
in U with p(0) = 1. Differentiation of (2.3) and some computation gives us

(1 − λ)

(

f(z)

z

)α

+ λf ′(z)

(

f(z)

z

)α−1

= p(z) +
λ

α
zp′(z) ≺ 1 +Az

1 +Bz
(z ∈ U).

Now applying Lemma 1.1, we obtain (2.1). Moreover by Lemma 1.3, we have
(2.4)

p(z) ≺ α

λ
z−α/λ

∫ z

0

tα/λ−1 1 +At

1 +Bt
dt

=















A

B
+

(

1− A

B

)

(1 +Bz)−1
2F1

(

1, 1;
α

λ
+ 1;

Bz

1 +Bz

)

(B 6= 0),

1 +
α

λ+ α
Az (B = 0)

= X (z).

This shows that X (z) is best dominent of (2.1). Next to prove (2.2), we observe
that the subordination relation (2.4) is equivalent to

(

f(z)

z

)α

=
α

λ

∫ 1

0

uα/λ−1 1 +Auω(z)

1 +Buω(z)
du,

where ω(z) is analytic in U with ω(0) = 1 and |ω(z)| < 1 in U. Hence

ℜ
{(

f(z)

z

)α}

=
α

λ

∫ 1

0

uα/λ−1ℜ
(

1 +Auω(z)

1 +Buω(z)

)

du

>
α

λ

∫ 1

0

uα/λ−1 1−Au

1−Bu
du

= X (−1).

The sharpness of the result (2.2) can be established by considering the function
X (z) defined by (2.4). It is sufficient to show that

(2.5) inf
|z|<1

{ℜ(X (z))} = X (−1).

We observe from (2.4) that for |z| ≤ r (0 < r < 1),

ℜ{X (z)} ≥ α

λ

∫ 1

0

uα/λ−1ℜ
(

1−Aur

1−Bur

)

du = X (−r)

→ X (−1) as r → 1−,
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which establishes (2.5) and this completes the proof of Theorem 2.1. �

Corollary 2.1. Let B 6= 0 and α ≥ 1. If f(z) ∈ Bλ,α(A,B), then

(2.6) ℜ
(

f(z)

z

)

>

[

A

B
+

(

1− A

B

)

(1−B)−1
2F1

(

1, 1;
α

λ
+ 1;

B

B − 1

)]1/α

.

Proof. Using the elementary inequality ℜ(ω1/m) ≥ (ℜ(ω))1/m for ℜ(ω) > 0
and m ≥ 1 in Theorem 2.1, we get the desired result. �

Letting A = 1 − 2ρ, 0 ≤ ρ < 1, B = −1, λ = 2 and α = 1, in Corollary 2.1
and using (1.10), we obtain:

Corollary 2.2. If f(z) ∈ A satisfies the inequality

ℜ
(

−f(z)
z

+ 2f ′(z)

)

> ρ (0 ≤ ρ < 1; z ∈ U),

then

ℜ
(

f(z)

z

)

> ρ+ (1− ρ)(π/2− 1).

The result is sharp.

Theorem 2.2. If f(z) ∈ Bλ,α(A
∗, B) (α ≥ 1;−1 ≤ B < A∗ ≤ 1; B 6= 0),

then

(2.7) ℜ
(

f(z)

z

)

> 0 (z ∈ U),

where A∗ is given by

(2.8) A∗ =
B 2F1

(

1, 1; αλ + 1; B
B−1

)

2F1

(

1, 1; αλ + 1; B
B−1

)

+ (B − 1)
.

The result (2.7) is sharp.

Proof. In view of Corollary 2.1, if

(2.9) (1− λ)

(

f(z)

z

)α

+ λf ′(z)

(

f(z)

z

)α−1

≺ 1 +A∗z

1 +Bz
(z ∈ U),

then
(2.10)

ℜ
(

f(z)

z

)

>

[

A∗

B
+

(

1− A∗

B

)

(1−B)−1
2F1

(

1, 1;
α

λ
+ 1;

B

B − 1

)]1/α

.

On substituting the value of A∗ given by (2.8) in the right-hand side of the
above inequality (2.10), we get

ℜ
(

f(z)

z

)

> 0 (z ∈ U),

which proves Theorem 2.2. �
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Remark 2.1. For λ = 1 and α = 2, we note that Theorem 2.2 in view of (1.11)
yields the assertion which we express as follows:

If

(2.11) f ′(z)
f(z)

z
≺ 1 +A1z

1 +Bz
(z ∈ U; −1 ≤ B < A1 ≤ 1; B 6= 0),

where A1 is given by

(2.12) A1 =
2B[B + ln(1−B)]

B2 + 2B + 2 ln(1−B)
,

then

ℜ
(

f(z)

z

)

> 0

and hence f(z) is univalent in U. Further on choosing B = −1 in (2.12) and
using the principal of subordination, we arrive at the following assertion:

If

ℜ
(

f ′(z)
f(z)

z

)

>
4 ln 2− 3

4 ln 2− 2
(z ∈ U; f ∈ A),

then

ℜ
(

f(z)

z

)

> 0.

Theorem 2.3. If f(z) ∈ A satisfies the following inequality:

(2.13) ℜ
((

f(z)

z

)α)

> ρ (z ∈ U; α > 0; 0 ≤ ρ < 1),

then

(2.14) ℜ
(

(1 − λ)

(

f(z)

z

)α

+ λf ′(z)

(

f(z)

z

)α−1
)

> ρ (|z| < R1),

where R1 is given by

(2.15) R1 =

√
λ2 + α2 − λ

α
(α > 0; λ > 0).

The result is sharp.

Proof. Let f(z) ∈ A satisfy the inequality (2.13), therefore

(2.16)

(

f(z)

z

)α

= ρ+ (1− ρ)ω(z),

where ω(z) = 1 + a1z + a2z
2 + · · · is analytic and has positive real part in U.

Differentiating (2.16) with respect to z, we get

(2.17) (1−λ)
(

f(z)

z

)α

+λf ′(z)

(

f(z)

z

)α−1

−ρ = (1−ρ)
(

ω(z) +
λ

α
zω′(z)

)

.
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Now using the well-known estimate (cf. [6])

(2.18)
|zω′(z)|
R{ω(z)} ≤ 2γ

1− γ2
(|z| = γ < 1)

in (2.17), we deduce that

(2.19)

ℜ
(

(1− λ)

(

f(z)

z

)α

+ λf ′(z)

(

f(z)

z

)α−1

− ρ

)

≥ (1 − ρ)ℜ{ω(z)}
(

1− 2λγ

α(1 − γ2)

)

.

It follows easily that the right hand side of (2.19) is positive when |z| < R1

where R1 is given by (2.15), which implies that f(z) ∈ B(λ, α, ρ) for |z| < R1.
To show that the bound R1 is sharp, we consider the function f ∈ A defined

by
(

f(z)

z

)α

= ρ+ (1− ρ)
1− z

1 + z
(z ∈ U),

equivalently

(1 − λ)

(

f(z)

z

)α

+ λf ′(z)

(

f(z)

z

)α−1

− ρ = (1 − ρ)

(

α(1− z2) + 2λz

α(1− z2)

)

= 0

for z = R1, which complete the proof of Theorem 2.3. �

Remark 2.2. We observe from Theorem 2.3 that
(i) If f(z) ∈ A satisfy the following inequality

ℜ
(

f(z)

z

)

> ρ (z ∈ U; 0 ≤ ρ < 1),

then
ℜ (f ′(z)) > ρ (|z| <

√
2− 1).

The result is sharp.
(ii) If f(z) ∈ A satisfy the following inequality

ℜ
(

f(z)

z

)2

> ρ (z ∈ U; 0 ≤ ρ < 1),

then

ℜ
(

f ′(z)
f(z)

z

)

> ρ (|z| <
√
5− 1

2
).

The result is sharp.
(iii) If f(z) ∈ A satisfy the following inequality

ℜ
(

f(z)

z

)

> ρ (z ∈ U; 0 ≤ ρ < 1),

then

ℜ
(

f ′(z) +
f(z)

z

)

> 2ρ (|z| <
√
5− 1

2
).
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The result is sharp.

Theorem 2.4. Let f(z) ∈ Bλ,α(A,B) and define I(f) : A → A such that

(2.20) I(f) = F (z) =

[

1

λ
zα−1/λ

∫ z

0

t1/λ−1−α (f(t))α dt

]1/α

(z ∈ U).

Then

(2.21) (1 − αλ)

(

F (z)

z

)α

+ αλF ′(z)

(

F (z)

z

)α−1

≺ X (z) ≺ 1 +Az

1 +Bz
,

where X (z) is defined by (2.4) and is best dominant of (2.11). Also

(2.22) ℜ
(

(1− αλ)

(

F (z)

z

)α

+ αλF ′(z)

(

F (z)

z

)α−1
)

> X (−1).

The result (2.22) is sharp.

Proof. Let f(z) ∈ Bλ,α(A,B). Differentiating (2.20), we have

(1− αλ)

(

F (z)

z

)α

+ αλF ′(z)

(

F (z)

z

)α−1

=

(

f(z)

z

)α

.

Now, using Theorem 2.1, we obtain the required result. �

Theorem 2.5. Let f(z) ∈ A, z ∈ U and −1 < A < 1 and

(2.23) (1− λ)

(

f(z)

z

)α

+ λf ′(z)

(

f(z)

z

)α−1

≺ h(z),

where

(2.24) h(z) =
1 +Az

1− z
+
λ(A+ 1)z

α(1− z)2
.

Then

(2.25)

(

f(z)

z

)α

≺ 1 +Az

1− z
.

Proof. Define the function p(z) by (2.3) and following Theorem 2.1, we see that
subordination (2.23) becomes

(2.26) p(z) +
λ

α
zp′(z) ≺ h(z).

Now choose

q(z) =
1 + Az

1− z
, θ(w) = w and φ(w) =

λ

α
.

Here q(z) is analytic and univalent in U with q(0) = 1. Also θ(w) and φ(w)
are analytic with θ(w) 6= 0 in C/{0}. We see that

Q(z) = zq′(z)φ[q(z)] =
λ(A + 1)z

α(1 − z)2
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is univalent and starlike in U, because

ℜ
(

zQ′(z)

Q(z)

)

= ℜ
(

1 + z

1− z

)

= ℜ
(

1 + 2
z

1− z

)

> 0.

Further, we have

h(z) = θ[q(z)] +Q(z) =
1 +Az

1− z
+
λ(A+ 1)z

α(1− z)2
(z ∈ U)

and

(2.27) ℜ
(

zh′(z)

Q(z)

)

= ℜ
(

θ′[q(z)]

φ[q(z)]
+
zQ′(z)

Q(z)

)

=
α

λ
+ ℜ

(

zQ′(z)

Q(z)

)

> 0.

The inequality (2.27) shows that the function Q(z) is close to convex and
univalent in U. Hence

θ[p(z)] + zp′(z)φ[p(z)] ≺ θ[q(z)] + zq′(z)φ[q(z)].

Therefore by virtue of Lemma 1.2, we conclude that p(z) ≺ q(z), that is, the
proof of Theorem 2.5 is complete. �

Remark 2.3. We observe from Theorem 2.5 that
(i) If f(z) ∈ A satisfies the following subordination condition

f ′(z) ≺ 1 + 2Az −Az2

(1− z)2
(z ∈ U; −1 < A < 1),

then
f(z)

z
≺ 1 +Az

1− z
.

(ii) If f(z) ∈ A satisfies the following subordination condition

f ′(z)
f(z)

z
≺ (2 − z) +Az(3− 2z)

2(1− z)2
(z ∈ U; −1 < A < 1),

then
(

f(z)

z

)2

≺ 1 +Az

1− z
.

(iii) If f(z) ∈ A satisfies the following subordination condition

1

2

(

f ′(z) +
f(z)

z

)

≺ (2− z) +Az(3− 2z)

2(1− z)2
(z ∈ U; −1 < A < 1),

then
f(z)

z
≺ 1 +Az

1− z
.

Acknowledgement. The authors are thankful to referee for his useful and
valuable suggestions.



10 JUGAL KISHORE PRAJAPAT AND RITU AGARWAL

References

[1] M. Abramowitz and I. A. Stegun, Handbook of Mathematical Functions with Formulas,

Graphs, and Mathematical Tables, Dover Publications, New York, 1971.
[2] I. E. Bazilevic, On a case of integrability in quadratures of the Loewner-Kufarev equation,

Mat. Sb. N.S. 37(79) (1955), no. 3, 471–476.
[3] P. N. Chichra, New subclass of the class of close-to-convex functions, Proc. Amer. Math.

Soc. 62 (1976), no. 1, 37–43.
[4] S. S. Ding, Y. Ling, and G. J. Bao, Some properties of a class of analytic functions, J.

Math. Anal. Appl. 195 (1995), no. 1, 71–81.
[5] M. S. Liu, The radius of univalence for certain class of analytic functions, Boundary

value problems, integral equations and related problems (Beijing/Chengde, 1999), 122128,
World Sci. Publ., River Edge, NJ, 2000.

[6] A. E. Livingston, On the radius of univalence of certain analytic functions, Proc. Amer.
Math. Soc. 17 (1966), 352–357.

[7] S. S. Miller and P. T. Mocanu, Differential Subordinations, Theory and applica-
tions.Monographs and Textbooks in Pure and Applied Mathematics, 225. Marcel Dekker,
Inc., New York, 2000.

[8] R. Singh, On Bazilevic functions, Proc. Amer. Math. Soc. 38 (1973), 261–271.
[9] H. M. Srivastava and S. Owa, Univalent Funcctions Frcational Calculus and Their Ap-

plications, Halsted Press (Ellis Horwood Limited, Chinchester), John Wiley and Sons,
New York, Chinchester, Brisbane and Toranto, 1989.

Jugal Kishore Prajapat

Department of Mathematics

Central University of Rajasthan

NH-8, Bandar Sindri, Dist-Ajmer-305801, Rajasthan, India

E-mail address: jkp 0007@rediffmail.com

Ritu Agarwal

JK Lakshmipat University

Laliya Ka Vaas, Ajmer Road, Jaipur, India

E-mail address: ritugoyal.1980@gmail.com


