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RICCATI EQUATION IN QUADRATIC OPTIMAL CONTROL
PROBLEM OF DAMPED SECOND ORDER SYSTEM

JUNHONG HA AND SHIN-ICHI NAKAGIRI

ABSTRACT. This paper studies the properties of solutions of the Riccati
equation arising from the quadratic optimal control problem of the general
damped second order system. Using the semigroup theory, we establish
the weak differential characterization of the Riccati equation for a gen-
eral class of the second order distributed systems with arbitrary damping
terms.

1. Introduction

It is well understood that the feedback control law of the linear quadratic
optimal control problem can be determined by the solution of a proper Riccati
equation. The studies of Riccati equations for parabolic and hyperbolic control
systems has been developed in full extent (cf. [5], [8], [19], [20]). In this paper
we consider the second order damped evolution equation system described by

d*y dy .
(11) W+A2E+A1y—f+3’u m (O,T),
z=Cy on [0,7],

where A; and As are operators defined on Hilbert spaces, and B and C' are
control and observation operators. When A; = 0, Lions [20] established the
optimal control problem for (1.1) with related Riccati equations based on the
Galerkin finite approximation method which has many restrictions and for-
mal calculations. As a way to avoid these formal calculations, the quadratic
optimal control theory has been formulated in the semigroup theoretical frame-
work for problems having unbounded controls and observations. For the case
of analytic semigroup with unbounded B and C we refer to Bucci [6], Flandoli
[11], Lasiecka and Triggiani [18, 19], Triggiani [25], and for the case of strongly
continuous semigroup under stronger assumptions on B and C' to Pritchard
and Salamon [23]. For the specific types of hyperbolic equations with damp-
1

ing terms, for example, A2 = A7 or Ay = A; or As is a constant operator,
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many researchers have dealt with the quadratic optimal control problems. In
particular, Triggiani [25] has treated the wave-like and plate-like systems and
solved the Riccati equations throughout observing the states on some larger
observation space. However, we can not find any result of driving the Riccati
equation which appears in solving the quadratic optimal control problem for
(1.1).

The purpose of this paper is to solve the quadratic optimal control problem
based on the semigroup theory. That is, we rewrite the state of (1.1) as the
first order evolution equation and derive the Riccati equation. Since the system
(1.1) will be defined on any Gelfand fivefold, we will be faced with difficulty in
order to treat more general unboundness occurs in setting the control function
u and the observation operator B. Since the differential operators A, As are
chosen to be arbitrary, we can not expect that the differential operator of the
first order system transformed by (1.1) generates an analytic semigroup or also
is self-adjoint. This indicates that we can not deal with the Riccati equation on
the spaces of fractional powers as in [23], [25]. Further the assumptions used in
[23] may not be checked directly in our setting. Hence we shall solve the Riccati
equation using the ideas due to Haraux on extrapolation space technique. For
the technique we can refer to Haraux [15], Banks, Kappel and Wang [4] and
Tanabe [24]. Thus we shall study the Riccati equation using abstract approach
developed in Ahmed and Teo [1] based on the works [3, 24].

In Section 2, we review the problem of the generation of a contraction semi-
group on the extrapolation space (cf. [4], [24]), and we show the equivalence
between the mild solution defined by the semigroup and the weak solution. Also
we study the decoupling problem for the system with an unbounded control
and observation.

In Section 3, we solve the problem of the existence and uniqueness of solu-
tions for the Riccati equation by the iteration method. Finally we write down
the Riccati equation into the componentwise equations.

2. Notations and semigroup formulations

Let V;,i = 1,2 be real separable Hilbert spaces with inner products (-, )y,
and norms | - ||y, and V; be the dual space of V;. The similar notations on
Hilbert spaces will be used in this paper. Let H be a real pivot Hilbert space
with inner product (-,-)y and norm | -|. Assume that each pair (V;, H) is a
Gelfand triple space with the notation, V; < H = H' — V/. Let T' > 0 be
fixed.

Let a;(¢, ¢) be a symmetric bilinear form defined on V; satisfying

(2.1) there exists ¢; > 0 such that |a;(¢, ©)| < ¢il|ol|lv;|lellv; for all ¢, ¢ € V;
and there exist a; > 0, \; > 0 such that

(2.2) ai(¢,¢) + Nilo[* > ai|o|}, for all ¢ €V;.
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In (2.2) A; = 0is supposed. Condition (2.1) defines the operator A; € L(V;, V)
satisfying a;(¢, ¢) = (Ao, ‘P>V;,Vi for all ¢, € V;. Also condition (2.2) gives
an equivalent norm on V; using (4, ¢)v, = a1(¢, ) and this norm induced by
a; is used in this paper.

We suppose that V; is continuously embedded in V.. Then we see that
Vi = Vo = H = H' — Vy < V] and the equalities (¢, p)v/ v = (¢, 9)v;. vy
for ¢ € V3, p € V and (¢, p)vy v, = (¢, ) for ¢ € H,p € V hold.

Using the operators A;,7 = 1,2 one can consider the damped second order
evolution equation:

d*y dy

Sl f Ay =f in (0,T
(2.3) gz T Ay Ay =1 i (0.7),

y(O) =y e V. Z(0) =y € H.

In [13], it is proved that (2.3) has a unique weak solution y satisfying
y € C(0,T;V) N CH0, T, H) N W(0,T), W(0,T) = {g € L*(0,T;V)|§ €
L?(0,T;Vs) Ty o L?(0,T;V")}, and y satisfies

4 "
LR By + £ar().0) + an(y(),0) = (0. vy VOEV,
y(0) =yo €V, %(0) =y € I,

where f € L2(0,T;V3).

In order to reduce the equation (2.3) to be the first order evolution equation,
let us introduce product Hilbert spaces Vi = Vi x Vi, Vo = Vi x V5 and
H = V1 x H, and we define a bilinear form a on V; as a(®, V) = —(¢a, 1)y +
a1(p1, 12) +az(pa, 12). Since Vi < Vi, a is clearly a bounded linear functional
on V. Since V] < Vo — H — Vi — V], it is easily verified that V; < Hs —
H =V — V.

Then the equation (2.4) can be rewritten by

{ <yla q)>V’,V + a(yv (I)) = <f5 @>V{,V15 (S Vlv
¥(0) =yo = (yo.y1) € H,
where f = (0, f).
The definition of a implies that there exists A € £(V1,V}) such that a(®, ¥)

= (AD, W)y y, . Putting y = (y,9') € L*(0,T;Vs) C L*(0,T;H), one get the
first order evolution equation given by

d .
(25) { Ey:Aerf mn (O,T),
v(0) =yo = (yo,¥1) € H,

where D(A) = {® = (¢,¢) € H|Y € Vi and A1¢ + Aot € H} and AP =
(¥, —A1¢ — Az1)). Note that —A is the restriction to D(A) of the operator A
and the operator A generates a Cp-contraction semigroup S(t) on H, that is,
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|S(t)|3 < e for any A > Ay (See [3]). Hence we can define the mild solution
y = y(tyo,f) for (2.5) by

(2.6) y(t) = S(t)yo + / S(t — 5)(s)ds,

where yo € H, £ = (0,f), f € L*(0,T;H). Since this expression (2.6) is
not enough to treat f € L?(0,7T;Vy), a generalized formula is required and it
can be accomplished using the adjoint operator A*, which is given by A*® =
(=), A1p—Ag)) with D(A*) = {® = (¢,¢) € H|Y € V and A1p—Axp € H}.
Since the operator A\I — A* is invertible in H for all A > Ay > 0, we can define
an inner product on Y = D(A*) by (&, ¥)y = (A — A*)P, (A — A*)T)y and
the norm by ||®||3, = (®, ®)y. Since this norm is equivalent to the graph norm
of A*, the adjoint semigroup S*(t) is also a Cpy-semigroup on ) whose the
infinitesimal generator is A*(see [22, p. 39]). Also we can build up a Gelfand
triple form Y < H < )'. Note that we do not have any information on
Y <=V, but on Y — V.

Now let us define a bilinear form a on H x Y by a(®, ¥) = (P, A4*¥)4. Since
A* is bounded on Y, there exists a A € L(H,)’) such that (A®, ¥)yry =
(®, A* W)y for & € H,¥ € ). Note that A* = A* and 4™ = A.

The following theorems and lemmas are crucial for solving our problem and
their proofs are given in [3].

Theorem 2.1. The operator A generates a Cy-semigroup S’(t) on Y. Fur-
thermore, the operator A is an extension of A from D(A) to H and S(t) is an
extension of S(t) from H to ).

According to the semigroup properties of S (t), we can define the function
Vm =¥ (t;y0, ) belonging to C([0,T];Y’) given by

(2.7) y(t) = S(t)yo + /O S(t — s)f(s)ds

as the mild solution of the initial value problem

dt

{ Qo dy+f in (0,7),
y(O)zyoeJ}’,

where f € L?(0,T;)").

Lemma 2.2. Letyg € V', f € L2(0,T;)') and y(t) be the mild solution (2.7).
Then for every & € Y, the function (§(t),£)y y is absolutely continuous on
[0,T] and satisfies

d

E@’(t),@y',y =(y(@®), Ay .y + (1),

for almost everywhere in (0,T).
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The function p € C([0,T];Y), which will be used in the next section, defined
by

(2:8) p(t) = ST =0+ [ §7(s = (o)

is the mild solution of the terminal value problem

{ —%p =Ap+g in (0,7),
p(T) =py €,

where g € L%(0,T;)).

Lemma 2.3. Assume py € Y, g € L*(0,T;Y) and p(t) is the mild solution

(2.8). Then for every & € H, the function (p(t),&)y is absolutely continuous
on [0,T] and satisfies

~ 200 ) = (plt), ALy + (&(0), )

for almost all t € (0,T).

(2.9)

Theorem 2.4. Foryy € H,f € L*(0,T; H), the weak solution y,, of (2.5) is
equal to the mild solution y,, of (2.6). Foryo € H,f € L*(0,T;Vy), we have
Yw = ym-

Remark 2.5. If yo € H, then y,,(v;t) € H for each t € [0,7]. Since y €
C([0,T);V) and ' € C([0,T]; H), we have y,, =y =y € C([0, T]; H).

3. A Riccati equation for an observation on )’

In this section we introduce formally the Riccati equation and prove that it
has a solution using the semigroup theory. First let us introduce some spaces
and operators. Let U and M be Hilbert spaces of controls and observation
variables, respectively. For the observation and controller we assume that C €
L>(0,T;L(Y',M)) and B € L*>(0,T; L(U,)")). Let the regulator operator R
satisfy R € L>°(0,T; L(U)) and

(Ru(t),v)v = (v, Ru(t))v > 7||lvl|f, Yv € U for some v >0 and a.e. t € [0,7].

Let Aps (resp. Ay) be the canonical isomorphism from M to M’ (resp. from
U to U’). Consider a parabolic control system in )’

(3.1) { %y(v) = Ay(w) + Bv+f in (0,7),
y(©;0) =yo = (vo,y1) €V,

where f € L2(0,T;)"). Consider a quadratic cost functional on U defined by

T T
J(v) = / [Cy (s 1) — za(t)| 3t + / (Ro(t), v},
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where z4 € L?(0,T; M). By assumptions above and Lemma 2.2 we know that
for each £ € D(A*) the solution y € C([0,T];)Y’) of (3.1) satisfies

d

(3.2) E<Y(t)a€>y/,y = (y(t), A"y y + (Bo(t) +£(t), &)y y ae te(0,T)

and there is a unique optimal control u such that

(3.3) J(w) = inf J(v),

because the map v — y(v) is affine. Since the map is Fréchet differentiable
(see, [14]), the optimal control u is also characterized by

T
A<01MwﬂMAMWwaYWﬂbyﬁ

T
—|—/ (Ru(t),v —u)ydt >0, Yv € U,
0

which is equivalent to
(Ay'B*p(u) + Ru,v —u)y >0 for all v e U,
where p € C([0,T];Y) is the mild solution of the adjoint state equation:
d * * :
(3.4) fgp(u) = A"'p(u) + C*Ap(Cy(u) —zq) in (0,7,
p(T;0) = 0.

Note that p of (3.4) satisfies (2.9) with g(¢t) = C*An(Cy(u) — z4)(t). Since U
is a Hilbert space, the optimal control u satisfies

(3.5) A;'B*p(u) + Ru = 0.

Here we remark that R has a bounded inverse R~! € £(L>(0,T;U),U). Hence
one get the following theorem.

Theorem 3.1. The optimal control u = —R_lAalB*p is determined by the
system of the following equations:

(3.6) { %y = Ay — BRTIA;'B*p+f in (0,T),
y(0)=yo e, yeC(0,T];)),

d
(3.7) { —P=AP+CAu(Cy —2a) in (0,T),
p(750)=0, peC([0,T];)).

Note that one has to solve the coupled system given by (3.6) and (3.7) to
find p. But it is inconvenient because the time flow of two equations is reverse.
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So we want to find a relation between y and p. For this relation let us consider
the system given by

%¢_"4A¢+Dlw = fa in (SaT)a

(3.8) _%w — A% —Dep=g in (s,7),

¢(s) =h, ¥(T)=0,

where D; = BRflAl_]lB*, Dy =C*ApC and g = —C*Apyzg. It is easily proved
that (3.8) has a unique weak solution (¢,v) € C([0,T]; V') x C([0,T]; V) when
the equation ¢(T) = 0 is replaced by ¥(T") = s, in J(v).

Since the map h to 1, i.e., y to p are affine, one can easily notice that there
are P(t) and r(t) satisfying

p(t) =P(t)y(t) +r(t), P(t)eLD",Y), r(t) €,

where P(t) and r(t) are given as follows:

(i) we solve

d R
déﬂ AB+ D1y =0 o (.7)
) A D=0
B(s)=h, y(T)=0
and then
P(s)h = ~(s);

(ii) we solve

d 1 —
dé in (s,T)
fang*ngw =g
n(s) =0, &T)=0
and then
r(s) = &(s).
It can be proved via a similar method as in [20] that the operator P(¢)
satisfies the following lemma.

Lemma 3.2. (1) <,P(t)q),\11>y7yl = <q),7)(t)\11>y/7y for te (O,T), o Ue).
(2) (Pt)®, D)y >0 for te (0,T), Pe).
(3) P e L>0,T;L0,Y)).

Substituting p = Py + r in (3.6), we have
d o

where
Dy = BR™'A,'B*.
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Since the product D1 P of operators D; and P in (3.9) is an operator valued
function in ¢, we shall write this by D;P(t) to indicate the dependence of t.
Then we see D1P € L>°(0,T; £()’)) by Lemma 3.1 and B € L*°(0,T; L(U,)")).
The following theorem is well-known, see [24].

Theorem 3.3. The perturbed equation defined by
d .
(3.10) { Ey =(A-D1P(t))y, te(sT),
y(s)=he)
has a unique strongly continuous solution y given by y(t) = U(t,s)h, where
U(t,s) is the evolution operator satisfying the following properties
(3.11)
U(t,t)y=1 for t€][0,T],
Ut,r)U(r,s) =U(t,s) for 0<s<r<t<T,

0 .
%U(t,s)@ =-U(t,s)(A—D1P(s)® for 0<s<t<T, de).
Since D1P € L=(0,T;L()")), A— DiP(t) is the generator of the strongly
continuous evolution operator U (¢, s), which satisfies (3.11). Hence, the mild
solution y of (3.9) is given by
¢
(312)  y(t) = Ut 8)y(s) — / U(t, o) (f — Dix)(0)do, t€ (5,T).

Through formal calculations, let us find the Riccati equation. First, let us
substitute the following equation (the mild solution of (3.7))

T
p(t) = / 5" (s — )C*(5)Aar (C(s)y (5) — za(s))ds

into Ru = —A{]lB*p, and then substitute (3.12) into the resulting equation.
Then we obtain

Ru(t)

A8 ( /t S*(s—t)C*(s)AMC(s)U(s,t)ds) v(t)
T

+AGB () / S*(s—1)C*(s)AnC(s) < /t SU(S,U)(fDlr)(a)do+zd(s)> ds.

t
Comparing Ru(t) = —A;'B*(t)[P(t)y(t) + r(t)] with the above equation and
applying R~!, we have

T
P(t)h = / S*(s —t)C*(s)ApC(s)U(s,t)dsh for allh e )’
t
and

T T
r(t)Jr/t S*(s—t)’P(s)(f—Dlr)(s)der/t S*(s—1)C* (s)AmC(s)zq(s)ds = 0.
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The following calculations are formal. Differentiating (P (t)®, ¥)y y in ¢, we
have

d

T
GPOR D)y = = (Do W)y~ [ (5"(s = D), AWy e

—L(W@—ﬂ%@W@UMfDP@@&byﬁ
— (Da()®, U)yyr — (P(), AT)y 3 — (P(t)AD, T)y 3

where PDP(t) = P(t)D1P(t). Differentiating (r(t), ®)y y again in ¢, we also
have

(1), By, = ([P(E— Dix) + Dyadl(1), @),y + (x(t), AD)y, .

Hence we can deduce formally the Riccati equation given in Theorem 3.4.

Theorem 3.4. There exists a unique operator P(t) and a function r(t) which
satisfy the following differential equations

LP(0)®, W)y yr + (A2, POy y + (P(1)B, A¥) .y
E ?) ( )(I), W)y,y/ + <D2(f)¢’, W)y,y/ =0 ae t€ (O,T),

and

d .
200, hyyr = (r(t), AV)y,yr — (P(f = Dur)(t), ¥)y,y-
—<D2Zd(t), \I/>y7y/ =0 ae te (O,T),
r(T)=0
forall® ey, ¥e).

Since the proof of Theorem 3.4 is too long and complicated, we give an
outline of the proof. For a detailed proof we refer to Ha [12] or Chapter 3,
Section 4 in Lions [20].

An outline of proof. We will prove this theorem based on the principle of
linearization and successive approximations. Let ® € ) and ¥ € )’ without
indicating particularly. The Riccati equation can be written as

L ()8, W)y.y + (A~ DLP(1)®, P(H)T)yry

dt

(3.13) +(P()®, (A—DiP(t)¥)y 3
+<(7)D17)(t) + Dg(t))q), W)y,yr =0 ae te (O,T),
P(T) = 0.

We shall solve (3.13) by iteration. For n = 0, we set

T
Po(t) :/ U*(0,t)Da(0)U (0o, t)do, te€[0,T).
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Assume that P, € L*(0,T;L()’,))) is already given. Let P, (t) be the
solution of the linearized version of (3.13) given by

P, W)y + (A~ DiPo 1 (1), P (6)W)y0

(3.14) (P ()@, (A=D1 Pn1(t))¥)y,y
+<('Pn71D1'Pn71(t) + Dg(t))q), \I/>y1y/ =0 ae. te (0, T),
Po(T)=0, n=1,2,3,....
Set A = {(¢,8)]0 < t < s < T}. Since D1Pp_1 € L>®(0,T;L()")), the
operator A,(t) = A — D1 P,_i(t) is the generator of an evolution operator
U, (t, s) satisfying (3.11). Then the solution P, (t) of (3.14) is given by
(3.15)

T
(Pa(t)®, ¥)y,yr :/t (Un(0,t) [Da(0)+(Pn-1D1Pn-1)(0)] Un(o, 1)@, ¥)y yrdo

for all ®,¥ € ). Since U{Ds + Pp_1D1Pn_1}U, € L=(A; L(Y',))), we ob-
tain P, € L>(0,T; L(Y’,))). Moreover if we can verify that {P,} is bounded
in L*°(0,T;L(Y,Y)), we can find an operator P as the uniform limit of P,.
To this end, we shall show that the sequence {P,} is a positive monotone
nonincreasing sequence of self adjoint operators, that is,

(3.16)  (Pn(t)h,h)y .y < (Pa_1(t)h,h)y s forall te (0,7), Yhe ).

Indeed, if we put Q,, = P,, — P,,—1, then the operator Q,, satisfies from (3.14)
that

(Qn(t)h, 1)y y + (An(t)h, Qn(t)B)yr v + (Qn()h, Ay ()h) y,yr
—<D1 Qn_l(t)h, Qn_l(t)ljl>yl7y =0, h, fl S J}, Qn(T) =0,

and the solution of this equation is given by

4
dt

T
<@ﬁmﬁmy=—/<@HD@w«wmwmmuwwmwyw
t

for all h,h € )’ by extension, where A, (t) = A — D;P,_1(t). Since
(R™ (v, v)v = (v, R (t)v)y = pllvllu
for some p > 0 and for all v € U, we have
(Di(t)h,h)yry = (BR™ Ay B*(t)h, )y y
= (B*(t)h, R'B*(t)h)u = pl|B*(H)h[f, Vhe ).

Hence D (t) is a nonnegative operator. From the symmetricity of Q,,, we have
(Qn(t)h,h)y y <0 for all h € J’. This proves (3.16). By induction (3.14), it
is easily verified that

(3.17) 0 < (Pi(t)h, h)y y < Ci[hf3;
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for some C7 > 0 and all ¢t € [0,7] and h € ). Therefore, we have from two
inequalities (3.16) and (3.17) that

sup (P, (t)h,h)y 3 < Ci|h[f3, forall n>1,
t€[0,T]

which implies that there is a positive self operator P € L*(0,T; L(),Y)) such
that P,(t) converges to P(¢) uniformly in ¢ on [0,7] in the strong operator
topology.

Now we note that the evolution operators U,, corresponding to the generator
A, (t) is the solution of the integral equation

Un(r,t)h = S(r — t)h — / S(r — o) (DyPn_1)(0)doh for he )
t
Since D1 Py,—1 is bounded in L>(0,T; L()')), it follows from Gronwall’s lemma

that there exists a Cy > 0 such that

sup ||Un(r,t)h|ly» < Coflhllys for all n.
0<t<r<T

Let U be the solution of the integral equation
Ulr,tyh = S(r — t)h — / S(r — o)(D1P)(0)doh
t
corresponding to the generator A(t) = A — DyP(t). By virtue of the Lebesgue
dominated convergence theorem, we obtain
U,(r,t) = U(r,t) uniformly on 0<t<r<T

in the strong operator topology. Therefore, passing the limit to (3.15) with
® =h, ¥ =h and Uy,(r,t) = U(r,t) strongly and uniformly in ¢, we obtain

T
(3.18) (P(t)h,h)y yr = / (U"(0,1)[Da(0) + (PD1P)(0)]U (0, t)h, h)y ydo

t
for all h,h € )'. Recall that A, (t) is the generator of U,, satisfying
(3.19)
(B, Un (1, £)F — W)y 3 = / (B, Un (1, 0) A (0) W)y yrdo for @ €V, W € H.

t

Since D1 P, (t) — D1P(t) in the strong operator topology for almost every ¢ in

[0,T) and U,,(r,t) — U(r,t) uniformly on A in the strong operator topology, if
we take the limit in (3.19), then we have

(3.20) (@,U(r, t)\Ilf\I/>y1y/ :/ (®,U(r, O').A(O’)\I/>y1y/d0' for e Y, ¥ eH.
¢
Differentiating (3.20) in ¢ (in real sense) we have

(3.21) %@, U, )W) y.yr = —(®,U(r, 1) A1) W)y for ® €V, € .
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Since the integrand of (3.18) is bounded in R, t — (P(t)h, h)y y is absolutely
continuous and so, it is differentiable almost everywhere in [0, T]. As a result, if
we differentiate (3.18), then from (3.20) and (3.21) we can verify the following

&P, Ry, = ~(Dat) + PDLP(1)), By
_<A*P(t)h, fl)y,y/ — <1’1, .A*/P(t)fl>yl7y for 1’1, fl c€H ae te (O,T)

Thus the operator valued function P satisfies the differential equation (3.13),
which proves the existence of P. For the uniqueness, let us assume that P is

another solution of (3.13) and let us define @ = P — P. Then the operator Q
satisfies the following equation

%(Q(t)h, h)y + (A(H)h, Q(t)h)yr v + (Q(t)h, A(t)h)y 3
—(QD1Q(t)h,h)y 3y =0, Q(T)=0, hhheH ae. te(0,T).

The solution of this equation is given by
T
Q. Blyy = [ (U (0. 0)(QD1 Q) (3. O By yedo, 1€ (0.7)
t

for all h,h € ). Since SUPg<i<o<t |U(0, )| £(37) < & for some § > 0, we have
the following estimate

T
[(Q(t)h, h)y| < 52|h|%/t ID1(0) e 12(0) 123y do

for all h € )" and t € [0,T]. That is,

T
12 ey < 62/¢ D1 ()l 2 [1Q(0) |2y der for all ¢ € [0, 7).

Thus from the lemma in [7, p. 127], we have Q(¢) = 0. Now let us consider
the existence and uniqueness of the equation (3.13). We have already seen that
there exists a unique positive self adjoint operator P € L°°(0,T; L()',Y)) that
solves (3.13) and (PDy)* = Dy P. Since A — (DyP)(t) is the generator of the
evolution operator U, (3.13) has a unique mild solution given by

(3.22)

T
<I‘(t), h>y7y/ = / <7)(S)f(8) + C*(S)AMZd(S)a U(Sa t)h)y,y/ds, vt € (Oa T)
¢
for all h € Y'. Now it is clear from (3.22) that r(t) satisfies (3.13). This finishes
an outline of the proof.
Let us define the controller B(t) : U — V} as
(3.23) B(t)v = (0, B(t)v) a.e. t€]0,T],

where B € L>(0,T;L(U,V3)). Then it is clear from the obvious inclusion
that B(t) € LU, V) € L(U,Y’), and so B € L>=(0,T;LU,Y")), because of
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V4 < V'. Hence the operator D; is decomposed by the form of

Dit) = < 8 BR_?B*(O > < 8 Dlo(t) ) ace. te0,T).

Theorem 3.5. Let the controller B be the one defined by (3.23). Then the
Riccati equation can be written by the following four equations:

Pi(t) — Py(t) — Pi(t)A1 — Pi(t) D1 (t) P2 (t) =D (¢), t € (0,T),

Pll(f) — P3 (t) + Po(t) - P (t)AQ - P (ﬁ)Dl (t)Pg(t) :Dgg(t), te (O, T),
Pi(t) + A1 Py(t) — A Pa(t) — P3(t) Ay — P3(t)D1(t) Py (t)=0, t € (0,T),
Pé(f) + AP, (t) — A2P3(t) + P (t)— Pg(t)AQ— Pg(t)Dl(t)Pz; (t) =0, te (O, T),
with
P(T) = P(T) = P5(T) = Py(T) = 0,
where

Py(t) Ps(t) 0 0
Proof. From (3.13), it follows that P satisfies

) = ( Po(t) Pu(t) > and Do(t) = ( Doi(t)  Daof(t) >7 te[0,1].

d
(324)  ZPHPALAP-PDP+Dy=0 in (0,7), P(T)=0.

The componentwise differential equalities for P;(t),7 = 0,1,2,3 follow easily
followed from recalling that

0 I 0 -I
A= ( 7A1 7142 ) ’ Ax = ( Al *A2 )
and substituting these operators A, A* into (3.24). O
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