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ESSENTIAL NORMS OF LINEAR COMBINATIONS OF
COMPOSITION OPERATORS ON h*®

KEe1 J1 Izuchar AND Kou HEI 1zucHI

ABSTRACT. It is studied the linear combinations of composition operators
on the Banach space of bounded harmonic functions on the open unit disk.
We determine the essential norm of them.

1. Introduction

Let D be the open unit disk and 9D the unit circle. We denote by h*> =
h*°(D) and H*> = H>°(D) the sets of bounded harmonic and analytic functions
on D, respectively. Then h*> and H*® are the Banach spaces with the supremum
norm

[flloc = sup{|f(2)] : z € D}.
We denote by S(ID) the set of analytic self-maps of D. For ¢ € S(D) and a
harmonic function f, the composite function f o ¢ is also harmonic on D. So
each self-map ¢ induces the composition operator C,, defined on h>° by

Cof =fog for feh™.

Composition operators have been investigated on various analytic function
spaces (see [2, 13]). Recently, the norm, the essential norm and the topo-
logical structure of composition operators on H> have been studied (see [5,
6, 8, 9, 10, 12]). But the exact value of the essential norm of the difference of
composition operators ||C, —Cy |l on H* is not yet known. In [1}, Choa, Ohno
and the first author studied composition operators on h*° and determined the
exact value of ||Cy, — Cylle on h™.

In [5], Gorkin and Mortini studied the norm and the essential norm of linear
combinations of endomorphisms on uniform algebras. They gave a sufficient
condition for Z;il A;Cy, to satisfy || Zjvzl NiCoille = Zjvzl [Aj]- In [11],
Ohno and the first author studied the norm and the essential norm of linear
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combinations of composition operators on H>. They gave a characterization
for Zj\]:l AjCy, on H™ to satisfy || Zj\]:l AiCo, |l = Zj\]:l |A;] and also gave a
characterization for Zjvzl AjCy, on H* to satisfy || Zjvzl NiCy,lle = Zjvzl [Aj]
under the assumption that Re A; > 0 for every 1 < j < N.

In Section 2, we study the norm of linear combinations of composition op-
erators on h*°, and we shall give a characterization for Zjvzl AjCyp, on h™>
to satisfy || Zjvzl NiCo |l = Zjvzl [Aj] on h*°. We also characterize the com-
pactness of linear combinations of composition operators on h*°. In Section
3, we shall determine the essential norm of linear combinations of composition
operators on h*°, and give a characterization for Zjvzl AjCyp, on h> to satisfy

N N . N
22521 AiCo,lle = 22521 [As]- In [11], the essential norm || 257, A;Cy, [l on
H®° was studied, but the exact value of || Zszl AjCy,lle on H is not known.
One reason is that it is not known the existence of enough many concrete com-
pact operators on H*°. But in the case of h®, there are a lot of concrete
compact operators on h*>, so we may give the exact value of || Z]N:l AiCo, e
on h™>.

Generally it holds

N N N
IS5 < S50 <5
j=1 © j=1 j=1

In Section 4, we shall give some examples concerning with the above inequali-
ties.
2. Norms of linear combinations
For z,w € D, the pseudo-hyperbolic distance between z and w is given by
plz,w) = |z — wl/[1 - Zwl.

The spaces L'(D) and L>°(9D) stand for the standard Lebesgue spaces with
the norms || f||; and || f||~, respectively. For f € L'(0D), let

f@) = f(e*)P.(e?)do(e?), zeD,
oD
where P
) 1—|z
0\
P.(e )*mv z €D,

is the Poisson kernel for z € D and o is the normalized Lebesgue measure on
OD. For each f € h®, there exists the radial limit function f* on 0D defined
by f*(e?) = lim, 1 f(re??) a.e. on OD. It is well known that {f* : f € h>°} =
L>(0D) and f = F, so identifying f with f* we may consider h*>° = L (D).
Note that
oy _ [ Fler(e?)  for pr(e)] < 1
(Ctpf) (e ) = { f*( *(eie)) for |gp*(ei0)| -1
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a.e. on JD.
We denote by B(h>) the closed unit ball of h>°. For a measurable subset
E of 0D, let xg denote the characteristic function for E.

Lemma 2.1. Let 1, 2,...,¢n be functions in S(D) satisfying ¢; # ¢, for
i # 7 and Aj € C with \; # 0 for every 1 < j < N. Then

N
HZ)\jC%, —supHZ)\J e
j=1

Proof. For g € B(h*°), we have

N N
"(Z)‘jc¢j)g“w = sup ‘ ZMQ(%(Z))‘
=1 =
:sup’/{m i APy )g do’

z€D

Thus we get the assertion. (]
By the proof of Lemma 2.1, one easily sees the following.

Lemma 2.2. Let 1, 2,...,¢on be functions in S(D) satisfying ¢; # ¢, for
i # j and \j € C with A\j # 0 for every 1 < j < N. Then there exists a
sequence {zp }n in D with |z,| = 1 as n — oo satisfying

HZ/\C HinhooHZ/\j ¢ (2n) 1

The following is an elementary property of Poisson kernels.

Lemma 2.3. Let )\1,A2 € C with M 7& 0 and )\1/|>\1| 7é )\2/|>\2| Let
{zn}n, {wn}n be sequences in D. If ||\ P., + MNPy, |1 — |A1| + [A2], then
|P., — Py, |1 — 2 as n — oc.

By [4, p. 42], we have the following.

Lemma 2.4. For z,w € D,

4 —1
|P. — Pylli=2— COS—P('“”)_

Let ¢1,p2,...,¢n be functions in S(D) satisfying ¢; # ¢; for i # j. We
use the same notations as in [11]. We denote by Z({¢;}) the set of sequences
{zn}n in D satisfying the following four conditions:

(a) {zn}n is a convergent sequence.

(b) {¢j(2n)}n is a convergent sequence for every 1 < j < N.

(¢) limy o0 |9 (2n)] = 1 for some 1 < j < N.

(d) {p(pi(zn), ¢j(zn))}n is a convergent sequence for every 1 <i,j < N.
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In this paper, the set Z({¢;}) acts an important role. Note that for a sequence

{zn}n n D, if |@;(2,)| — 1 as n — oo for some 1 < j < N, then it is easy to see

that there exists a subsequence {z,, }; of {2y} satisfying {z,, }; € Z({p;}).
Let {zn}n € Z({¢;}). We write a; = lim,, 00 ;(2y,) for every 1 < j < N.

Let

(2.1) I({zn}) = {j ¢ lejl = 1,1 <j < N}.

We define the equivalence relation i ~ j in I({z,}) by

(2.2) Jim_p(pi(zn); 9;(2n)) = 0.

By condition (c¢) and (2.1), I({z,}) # 0. For each t € I({z,}), let

(23) (b t) = {j € I(zn}) s j ~ 1,1 <5 < N,

For s,t € I({zn}), either I({zn},s) = I({zn},t) or I({zn},s) NI({zn},t) =

holds. Hence there is a subset {t1,t2,...,te} C I({2,}) such that I({z,})
‘

Up:l I({zn},tp) and I({zn},tp) N I({zn},tg) = 0 for p # q.
Generally, we have || S0, ACy Il < 01 M| IE Ar/IM] = Xj/|Ay] for

every 1 < j < N, one easily sees that | Zjvzl AiCo, |l = Zjvzl |Aj]. The other
case, we have the following.

0

Theorem 2.5. Let ¢1,p2,...,0n be functions in S(D) satisfying pi # @,
for i # j and \; € C with \; # 0 for every 1 < j < N. Suppose that
Ai/|Nil # Nj/IA;| for some 1 < i,j < N. Then the following conditions are
equivalent:

o [ ae

n

= Z|)\j| on h.

j=1
N n

i) || Do niCe, | = o vl on 1.
j=1 j=1

(ili) There exists a sequence {zn }n €Z({@;}) satisfying p(@i(zn), ¢j(zn)) —
1 asn — oo for every 1 <i,j < N with \i/|\i| # Xj /|-

Proof. (ii) < (iii) was proven in [11, Theorem 3.1]. (ii) = (i) is trivial.
We shall prove (i) = (iii). Suppose that (i) holds. By Lemma 2.2, there is
a sequence {zp}, in D with |z,| — 1 such that

N
) => Al
j=1

n— o0

N
lim H S NPy
j=1

Suppose that Aj, /|A;, | # Aj,/|Aj,|. Then

N N
> Inl= Jim H D NPz
j=1 j=1

1



ESSENTIAL NORMS OF LINEAR COMBINATIONS 141

< linrgig(l)f ||/\j1P9011 (zn) T /\jzpsﬁjg (Zn)Hl + Z A
JiJ#d1,J2
Hence
1% Py )+ X2 Py e 1y = P |+ 1Az |
as n — oo. By Lemma 2.3, HP%.I(ZTL) — P¢j2(zn)|\1 — 2. By Lemma 2.4,
P(#j (2n), @52 (2n)) — 1. Hence max{|pj, (zn)l,[0j.(2n)[} — 1 as n — oo.
Thus we get (iii). O

To study the compactness of Z;il A;jCy,, we use the following lemma which

follows from that B(h*°) is a normal family.

Lemma 2.6. Let 1, 2,...,¢on be functions in S(D) satisfying ¢; # ¢, for
i # 7 and \j € C with A\j # 0 for every 1 < j < N. Then Zjvzl A Cy, s
compact on h* if and only if || Zjvzl AiCy, fulloe — 0 as n — oo for every

sequence {fn}n in B(h®) such that {fn}, converges to 0 uniformly on any
compact subset of .

From this, if [|¢[ < 1, then C, is compact on h*°. The following is a
characterization of the compactness of Z;\le AjCy; on b,

Theorem 2.7. Let ¢1,¢9,...,pn be functions in S(D) with ||¢jllc = 1 sat-
isfying @i # @; fori # j and A\j € C with A\j # 0 for every 1 < j < N. Then
the following conditions are equivalent:

(1) Zjvzl A;Cy, is compact on h™.

(i) Zjvzl A;Cy, is compact on H*.

(i) D {N i € I{z},t)} = 0 for every {z,}n € Z({p;}) and t €

I({zn})-

Proof. (ii) < (iii) was proven in [11, Theorem 2.2]. (i) = (ii) is trivial.

The proof (iii) = (i) is the same as the one in [11, Theorem 2.2] essentially.
Suppose that Zjvzl AjCy, is not compact on h*>°. By Lemma 2.6, there is a
sequence { f,}n in B(h*) such that f,, — 0 uniformly on any compact subset
of D and || Z]N:l Ajfnowjlloe 7 0 as n — oco. Considering a subsequence of
{fn}n, we may assume that there exists § > 0 such that

N
H Z)‘an O ©j
j=1

Take a sequence {z,}, in D satisfying |z,| — 1 and

> foreveryn > 1.

o0

N
‘ Z)\jfn(cp]—(zn))‘ > ¢ for every n > 1.
j=1

We may assume that ¢;(z,) — a; € D for every 1 < j < N. Since f, — 0
uniformly on any compact subset of D, |a;| = 1 for some j. Considering
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a subsequence of {f,},, we may assume that {z,}, € Z({¢;}). By (2.1),
I{zn}) ={j:]aj| =1,1 <j < N}. Then we have

(2.4) liminf| Y A fu(ei(z))| > 6.

k— o0
JEI({zn})

Let {t1,t2,...,te} C I({zn}) such that I({z,}) = Uf;zl I({zn},tp) and I({zn},
tp) N I({zn},tq) = 0 for p # q. Let j € I({z.},tp). By (2.2) and (2.3),
p(pj(2k), ¢, (2k)) = 0 as k — oo. By Lemma 2.4, [|Py;(s,) — Py, (21 = 0.
Since { fx(v;(zk))}x is a bounded sequence, considering a subsequence of { fi },
we may assume that f;(¢;(zx)) — v € D as k — oo for every 1 < j < N. We
have

|fe(0s(zr)) = frler, (22))] = ’ /BD Ji(Poj(ar) = Py (21)) do

< ”P‘Pj(zk) - P%p(Zk)”l
—0 as k — oo.

Thus we get v; =, for every j € I({2,},t,). Therefore

4
i > Nifle(zr) kﬂﬁoloz > Afrlpi(z)

Jjel{zn}) p=ljel({zn}t.tp)

14
=D DN
p=1  jel({za}ity)

=0 by condition (iii).

This contradicts with (2.4). Thus we get (iii) = (i). O

3. Essential norms of linear combinations

Let @1, ¢2,...,pn be functions in S(D) with [|¢;|. = 1 satisfying ¢; # ¢;
for i # j and A\; € C with A\; # 0 for every 1 < j < N. Let K be the set of
compact operators on h*°. The essential norm is defined by

IS0 = o 1+ S50
J=1 J=1
For each {zn}n € Z({;}), we define
(3.1) P({zah) =timinf || 37 APy,

jel({zn})

This term is used to determine the values of essential norms of linear combi-
nations of composition operators. The following is an elementary property of
Poisson kernels.

L .
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Lemma 3.1. Let {z;1}r be sequences in D such that z;, — o as k — oo

and |aj] =1 for every 1 < j < N. Let U be an open subset of 0D satisfying
{a;}}L, CU. Then for \j € C,1 < j < N, we have

do = hm ’Z)\ ik

First, we give a lower estimate of || Zjvzl AiCo;lle-

klggo XU‘ Z)\ Fik

Theorem 3.2. Let ¢1,¢3,...,0n be functions in S(D) with ||¢jllc = 1 sat-
isfying @i # @; for i # j and Aj € C with A\; # 0 for every 1 < j < N.
Then

N
s T({zh) < [ YN,
{zn}nez({@aj}) j=1 ¢

Proof. Let {zn}n € Z({p;}). We may assume that I'({z,}) > 0. Considering
a subsequence of {z,},, we may assume that

(3:2) P({zah) = Jim | 3" AiPyay
JeI({zn})
and
H Z APy (20 1750 for every k > 1.

j€l({zn})

By condition (b) in Section 2, ¢;(2x) — a; € D as k — oo for every j. Recall
that |a;| =1 for j € I({z,}) and |a;| < 1 for j ¢ I({zn}).

By induction, we shall take a subsequence {zy, }x of {z,}» and a sequence
of open subsets {Uy }, of 0D satisfying the following two conditions;

(3-3) {aj:j € I{za})} C Ukt C Uk, {o:i€I{za)} =) Us
k=1

and
1
(3.4) - X(Uk\Uk+1)’ Z )\J @J(znk)‘ do > F({Zn})(l — E)
jel{zn})
Put ny = 1. Then there is an open subset Uy of 0D with {e; : j € I({z,})} C

U; such that
/ XU, Z )‘jpﬁﬂj(znl)’ do > 0.
el
We may take an open subset Us of 0D with {«; : j € I({z,})} C Uz C Uy such

that
/ X(Ul\Ug)’ Z AjP%(znl)’do—>0.
o JEI{za})




144 K. J. IZUCHI AND K. H. IZUCHI

Let m be a positive integer. We assume that {z,,, zn,, - - -, 2n,, } and {Uy, Us,
U1} are taken satisfying conditions (3.3) and (3.4). We have

i [ v 3
o JEI({zn})

=] 3 NP,
JEI{n})

—T({z}) by (3.2).
Hence there exists a positive integer n,,+1 such that

/B]D XUm+1 § AP, 05 (Znp, 1)

jel{zn})

It is not difficult to take an open subset U,,+2 of 0D with
{oj € I{zn})} CUmya CUmta

by Lemma 3.1

do > F({zn})(l - L)

m—+1

such that
1
/ XU \Umsn)| D AiPesten, |40 > T({z0}) (1— m—+1)
o J€I({zn})

Of course we may take {Uy}) satisfying the second condition in (3.3). This
completes the induction.
For each positive integer k, there exists a function g € L°°(9D) such that

Z Aj %(znk)) *‘ Z AiPyj(z,,)| a.e. on ID.

JEI({zn}) JEI({zn})

Note that |gx| = 1 a.e. on ID. Let hy, = X(v,\v,..)9k- Then [hgllc =1, and
by (3.3) hy — 0 weakly in L°°(0D), so hy — 0 weakly in h*. Let K be a
compact operator on h*. Then we have || Khg|o — 0 and

Z Ajhi(9i(zn))| = 0 as k — oco.
J¢1({zn})

Therefore

N
I35+
j=1

Y

k—o00

N
lim sup H (Z )\jC’W)iALk + KizkH
=1 >~

k— o0

N
lim sup H Z )\]ﬁk ) gij
o0
j=1
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> limsup(’ Z Ajﬁk(gaj(znk))‘ f‘ Z Ajilk(%(znk))’)
koo M icr({za)) JEI({zn})
= 1imsup‘ Z )\jhk(%(znk))‘
oo L jer({za))
= 1imsup‘/ h Z AP (zn,) )da‘
k—o0 oD
j€l{zn})
= Hmsup/ X(Uk\Uk+1)‘ Z Aj «pj(znk)’da
k— o0 oD jeIl({zn})
>T({z)) by (34).

Thus we get the assertion. (I

Next we shall study an upper estimate of || Zjvzl AiCy, |le and this is the
main subject of this paper. For g € L*°(9D), we define the bounded linear
operator M, on h* by

(Mgf)(z)=/6Dgf*Pzdo, fen®, zeb.

Let U,V be measurable subsets of dD. Then M,, My, = My,
M, +M where [ is the identity operator on h°°.

Xuce»

and I =

Lemma 3.3. Let ¢ € S(D) with ||¢|lec = 1. For 0 < § < 1, let U be a
measurable subset of OD with U C {e® € oD : |¢*(e'?)| < 6}. Then M,,,C,, is
compact on h*.

Proof. Let {fn}n be a sequence in B(h>) such that {f,}, converges uniformly
on any compact subset of D. Then sup,it ¢ | fn(¢*(€"))] = 0 as n — co. Hence

1330 Co il = (o 90l = 10| [ Fule?)Prdo] =0

as n — o0o. By Lemma 2.6, M, C, is compact on h>. O
One easily checks the following.

Lemma 3.4. Let U1,Us, ..., Uy, be measurable subsets of 0D with U;NU; = ()
for i # j. For every bounded linear operators Ty, Ts, ..., T, on h*, we have

m
| > M, T = max a0y, T3l
i=1 =

Lemma 3.5. Let 1, p2,...,on be functions in S(D) satisfying ¢; # ¢, for
i1#jand \j € C with)\»;«éOforeverylgjgN. Then

[t 0] = ot e (4 )|
j=1
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Proof. Tt is trivial that

N N
HMXUZ/\jC%. < inf HMXU(KJrZ)\jC’W)H.
j=1 j=1

e KeK

Let K € K. Then

N
K+ MXU Z >‘J'C<Pj
j=1

N
= (MXU + MXUC)K + My, Z /\J'C@j
j=1

N
= M (K + 3 NCy, ) + MXUCKH
=1

N
> |, (K + 3" 2C,) H by Lemma 3.4.
j=1

Therefore we get the assertion. 0

Let @1, ¢2,...,pn be functions in S(D) with [|¢;|« = 1 satisfying ¢; # ¢;
for i # j. For 0 < § < 1, write

Ws; = {e" € 0D : |} ()] > 4}
We define the family A by
A:{p:(plaPQa-'-7pN) !ijOOr 1,1§J§N}

We use the following notations;

(3.5) W3, =Ws; and Wg,; =Ws, =0D\Ws;.
For each p = (p1,p2,...,pn) € A, write
N
(3.6) Wsp= (W5 and p={j:p;=0,1<j<N}
j=1

Note that W, may be an empty set for some p € A, and W;,NWs, = 0 holds
for p,q € A with p # q. We have

N
l= H(st,j + XW;J.) = Z Xws, on JD.
Jj=1 peEA
Hence I =3\ My, on h.
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Lemma 3.6. Let 1, p2,...,¢n be functions in S(D) with ||¢jllec = 1 satisfy-
ing p; # @ fori#j and A\j € C with A\j # 0 for every 1 < j < N. For a mea-
surable subset U of 0D, 0 < § < 1 and a nonempty subset L C {1,2,..., N},
we have

HMXU Z AiCy; He = max HMX(UHWSJJ) Z AjiCly, .

‘ pEA ) _
JEL jELNp

Proof. Let p € A. If j ¢ p, then by (3.5) and (3.6) |[xw; , ¢} < d on OD. Hence
by Lemma 3.3, MXWMC’W € K. Let K, € K for every p € A. We have

MXU Z )\jC‘Pj

jeL

= || My, ( Z MXW(;’p) ZL )‘jcﬁﬁj
Jje

pEA

= MXUZ(MXWJ,Z, Z /\jq@j)He

pEA JeELNp
E :MX(UﬂW&p) (KP + E )‘J'C%‘) H
pEA JELND

= max HMX(U“WJ,N (Kp + Z )\jCW) H by Lemma 3.4.

PEA ) _
jeELNp

€

€

IN

Hence

HMXU Z )\jC‘Pj

jeL

max inf ||M (K Y AC )H
peA KPEICH xwaws, (e T L T
jeELNp

€

IN

max HMmews,p) E AiCy;

pEA . _
JELNP

by Lemma 3.5.

(&)

There also exists a sequence { K}, in K satisfying

HMXU Z /\jcwj
JeL

= e e,
JEL
We have

Ko+ My DN,

jeL
(0 M, ) (10 M s )|
pEA jEL

— max HMXWs,p (Ko + My D NGy, ) H by Lemma 3.4
jeEL

pEA
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= I;?XHMXWM (Kn + My Z AjCo; + My Z )ijW)H
JELNP JeL\D

> I;IgK(HMX(Umw&p) E :~)\j0¢j
JELNp

€

Therefore we get

HMXU E )\jC%H ZmaXHMX(UmW(S ) E AiCo,
‘ e peEA Pl 5 e
jJjeL JjeLNp O

Lemma 3.7. Let @1, 9,...,¢0n be functions in S(D) with ||¢jllec = 1 sat-
isfying @i # @; for i # j and Aj € C with A\; # 0 for every 1 < j < N.
Let U be a measurable subset of OD with o(U) > 0 and a nonempty subset
Lc{1,2,...,N}. Let 0 < 0; <1 fori=1,2. Suppose that |p}| > 61 a.e. on
U for every j € L and |¢}| < 62 a.e. on U for every j ¢ L. Then there is a
sequence {zp }n in D satisfying the following conditions:

(i) HMXU Z)‘jcﬁﬁj Z)‘jpwj(zn) 1
JjEL JjEL
(i) ‘( H gaj)(zn) > 6 for everyn > 1.
JeL

(ili) |@j(zn)| < (14 d2)/2 for everyn >1 and j ¢ L.
Proof. Note that

(3.7) ‘ 1

jeL

< liminf
n—r oo

>0V ae onU

and
A= |ar, Yo nicy, | >0
JjeL

For each positive integer n, there exists f,, € B(h*) satisfying

1
A — g < H(MXU Z)\]Czp])fn S Aa
jeL o
that is,
1
A—= H A(f o0 < Al
n< XUZ i(fnowj) - =

JEL
By (3.7), there is z, € D such that

(T #) o)

jeL

> 6

and

1 *
(3.8) A=< ‘/ w0 (S i 0 03)) Pey | < A
" oD jeL
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We have
1
A-2<| [ A hovyp aof
K UjeL
_ / S Aj(fn 0 9)" P, do — / S Ai(fao ) Pe, do’
oD jer, Ue jer
<[ S ntatesten)| +] [ S Ai(ao )P dof
jeL U jeL
=TI (n) + I(n) say.
We have

L(n) < || 3 APy
JjeEL

1

Also by (3.8),
1
A--< ‘/ ZAj(an@j)*PzndU‘ SA/ P, do,
n Uiel U

so we get A [, P, do < 1/n. Since A # 0, [,;. P., do — 0. Hence we have
I;(n) — 0 as n — oo. Therefore

A < liminf H Z APy (z)
JjeL

n—00 1

Thus we get (i).
Let j ¢ L. By the assumption, |¢%| < d2 a.e. on U. Then

loj(zn)] < ‘/Utp;Pzn da‘ + ‘/ ©; Pz, do‘ < by + ‘/ P,, da‘.

Thus we get

limsup |p;(z,)| < da.
n—oo
Considering a subsequence of {zy},, we have (iii). O
Theorem 3.8. Let ¢1,¢9,...,pn be functions in S(D) with ||¢jllc = 1 sat-

isfying @i # @; fori # j and A\j € C with \j # 0 for every 1 < j < N. Then
there exists {zn}n € Z({p;}) satisfying

N
H Z )‘jc%'
j=1

Proof. We may assume that

N
(3.9) 1> x¢,
1

JEL(Eh))
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Take a sequence {4, }, satisfying 0 < ¢, < d,4+1 < 1 and é,, — 1. By Lemma
3.6,

e pEA e

N
[ e,
j=1

Hence there exists p! € A satisfying

N
DIRVER Iy AD DEVEA |
=1 jept

By Lemma 3.6 again,

N
|2 xes,
j=1

Hence there exists p? € A satisfying

N
I35
=1 ‘

— max HMXWM S NG,
JED

= max || M. E NCo.
H X(wél,plmwélp) VAl ]

e pEA — e
Jjeptnp

AW, 5) ZN )‘J'C%‘

51,pt 82,p —
jeptnp?

(&

Repeating the same argument, there exists a sequence {pe}g in A satisfying

N
Y oacC H :HM Y NG,
Hj_l Al e X(nlz:lwsl’pe) B )P e

jeNi_, v’

Since p7 C {1,2,..., N}, there exists a positive integer kg satisfying

ko k

(3.10) Ly := ﬂ 1:4 = ﬂ 1:4 for every k > k.
=1 =1

By (3.9), we have Lo # 0,

o (k] Wi, ) >0
{=1
and

N
(3.11) H > NGy,
j=1

€

RN eV
e (NF—1 W%wpi')
J€Lo

for every k > k. B
Let k > ko and j € Lo. By (3.10), j € p¥, so by (3.5), pf =0 and by (3.6),

k
k
p; )
ﬂ Wiyt C Wa o C Wy o =W, .
(=1
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Since Ws, ; = {e? € OD : @} (e)| > 61}, we get

k
|| > 0r a.e. on ﬂ W, pe for j € Lo.
=1

Let j ¢ Lo. By (3.10), there is an integer ¢ with 1 < i < kg such that j ¢ p~i,
so pi = 1. Hence by (3.5) and (3.6),

k .
, Py _ e
ﬂ Wi, pt C W, o C W57 = W5 .
(=1

Since |<p;‘| < §; a.e. on Ws, ; and 0; < dp,, we have

k

|| < Ok, a.e. on ﬂ W, pe for j & Lo.
=1

Applying Lemma 3.7, for each k > ko there is a sequence {zj n } in D satisfying

(3.12) H Xk ) Z A Cy H < hmme Z NPz )
=1 W pt

)
1

> 6 for every n > 1

(3.13) ’( H @j)(zk,n)

j€Lo
and
(3.14) loj(zkm)] < (1+dk,)/2 for every n>1and j ¢ Lo.
We have
N
HZ)\JC% = HMXmLf:l% N > NG| by (31
j=1 “r jeLo
- H Xy Wy o) Z )\jcwj
" j€Lo
< liminf | Z NPoyn |, by (312).
Jj€Lo

For each k > ko, we may take a positive integer nj satisfying

. . 1
lim inf H E >‘J eilzen) ||} T F < H § : Ajplpj(zk’"k)
j€Log

’1'

n—r oo

Then

(3.15) H ZN:AJCQ,,

<hm1anZ)\J 05 (ko) ’
j n 1
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By (3.13),
‘( H goj)(zk,nk) > 6 for every k > ko.
Jj€Lo
Since 0 — 1,
dmn [ (IT ) Gns)| = 1.
j€Lo
By (3.14),

limsup |@;(2k,n, )| < (1 4+ 0k,)/2  for every j ¢ Lo.

k—o0

Considering a subsequence of { zx . }&, we may assume that {z; », }x € Z({p;})
and I({zx.n,}) = Lo. Hence

N
H Z )‘jc%'
j=1

L [ D L ML
j€l{zr,n, 1)

=TI({zn}) by (3.1).

This completes the proof. O

Combining Theorems 3.2 with 3.8, we have the main theorem.

Theorem 3.9. Let ¢1,¢9,...,¢n be functions in S(D) with ||¢jllc = 1 sat-
isfying p; # @; for i # j and \; € C with A\; # 0 for every 1 < 5 < N.
Then

[ i&% I({z0}).

= max
e {Zn}nez({@aj})

Corollary 3.10. Let ¢1,p2,...,on be functions in S(D) with ||¢jllec = 1
satisfying ©; # pj for i # j and X\j € C with A\j # 0 for every 1 < j < N.
Then Zjvzl A;Cy, is a compact operator on h™ if and only if I'({zn}) = 0 for
every {zn}n € Z({g;})-

In the last part of this section, we give a characterization for Zjvzl AiCy,;
to satisfy

N N
ISones | =S
i=1 =
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Theorem 3.11. Let @1, ¢9,...,on be functions in S(D) with ||¢jllec = 1
satisfying ©; # @; for i # j and \; € C with A\j # 0 for every 1 < j < N.

Then
N N
H D NCe, |l =D 1Nl
j=1

if and only if there is {zn}n € Z({p;}) satisfying the following conditions:

J=1
N
G) |(TT#5) )
j=1
(ii) p(pi(zn),@i(zn)) = 1 asn — oo for every 1 <i,j < N with X\;/|\;| #
Ai/ Il

To prove the above theorem, we need a lemma.

e

— 1 asn — oo.

Lemma 3.12. Let {F;,}n,1 < j < m, be sequences of positive functions in
LY(OD). Suppose that ||Fjnl1 — ¢j # oo for every 1 < j < N and || F;, —
Finlli = ¢ +¢; for every 1 < i,5 < N with i # j as n — oco. Then for
A1, A2, ..oy A € C, we have

| x5
j=1

m
— Z [Ajle;  asn — cc.
1
j=1

Proof. Let
Eijn={e? €0D: (Fi, — F;n) (") >0}, i3
Then E7 ;= Ejin. Since

||E,n - Fj,n”l = /
E
and || F;., — Fjnll1 = ¢ + ¢j, we have

/ F;pdo —¢; and / Fjpdo — cj.
Eijn E?

iJ,m

Fi,n_Fj,ndU+/ ij—F‘i,ndO‘

E¢

i57,m i,5,m

Hence
/ Findo —c; fori#j.

Ejin

For each 1 < j < N, we write
Ejn= () Ejin-
Qi

Then
(3.16) / Fj,do —c; and [ Fj,do— 0.

By, E

c
J,m



154 K. J. IZUCHI AND K. H. IZUCHI

For ji # ja, we have

Ejlyn mEjmn = ( ﬂ Ejlytﬁn) N ( ﬂ Eijm)

tit £ s:8752
c Ejlqu,n n Ejz ji,m
=Ej jon NES j, =10
Hence
DORREED O D SR T
j=1 j=17Ein =1
ZZ([ |>‘ |F]ndoiz|)‘|/ anda
j=1 7 Fin i#j
Z |Ajle; as n — oo by (3.16).
j=1
This completes the proof. O

Proof of Theorem 3.11. Suppose that

N N
[ nce| =l
j=1 j=1

By Theorem 3.9, there exists a sequence {z,}n, € Z({¢;}) satisfying

I({zn}) = ZIA L

By (3.1),

hmlan Z APy

Z -
JEl((al)

This shows that I({z,}) = {1,2,..., N}, so (i) holds, and we have

N N
dm | 32 Pe |, = X
j=1 j=1

By the proof of Theorem 2.5, we get condition (ii).
Suppose that there is {z,}, € Z({¢;}) satisfying (i) and (ii). Then I({z,})
={1,2,...,N}. Foreach 1 < j < N, let

i ={i X/l = A /1A
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Then there exist ji,jo, ..., j¢ such that J;, NJ;, =0 for t # s and Ule Jj, =

{1,2,...,N}. We have
‘
. H Z Z AiPeizn) ’1

H Z Ai P, (zn)
IS 3 e

Let 1 < t,s < ¢ with ¢t # s. By condition (ii), for every i1 € J;, and iy € J;,
we have p(vi, (2n), @i, (2n)) — 1. By Lemma 2.4,

|7, iy (zn) — Py (zn) i —2 asn — oo.

We write

Ft,n = Z |>\’L|P i(zn)"

iEth
Then ||Fy |1 = Ziert [Ail, and
|En — Fsnllh — ( Z |)\i|) + ( Z |)\i|) as n — 0o.
i€J;, =

Therefore by Lemma 3.12,

H Z)‘J eilzn) ||y

HZ o il
|/\Jt|

i€y,

%ZZMJ as n — oo

t=1 ie‘]jt

R¥iE

I
1M

Thus we get T'({z,}) = Zjvzl |Aj]. By Theorem 3.9,

P({za}) < || i%%H ZM !

so we get

N
|2 ne], -
j=1
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4. Examples

Let @1, ¢2,...,pn be functions in S(D) with [|¢;|« = 1 satisfying ¢; # ¢;
for i # j and \; € C with A\; # 0 for every 1 < j < N. Then we have

N N N
S <[Sae] <
j=1 j=1 j=1

In this section, we shall give examples Zjvzl A;C,, satisfying the following
conditions, respectively:

N
(4.2) H S NG,
j=1

N
< H S NG,
e =

N
<INl
j=1

N N
(4.3) 1> aice, < 1> nice,
j=1 j=1

N
=> Il
j=1

N N N
(4.4) | > ns|| = ]| < Xl
Jj=1 j=1 j=1

N N N
(4.5) HZAJ'CW . HZ)‘J'CW :Z|)\j|'
j=1 Jj=1 J=1

Example 4.1. Let 1 (2) = sz+1—sfor 0 < s < 1 and ga(z) = p1(2)+t(z—1)".
For b > 2 and t is real and [t] is so small, we have ¢; € S(D). By [12, Example
1], Cyp, — Cy, is compact on H>. By Theorem 2.7, Cy,, — C,,, is compact on
h*. Hence ||Cy, — Cy,lle = 0. By [12, Theorem 3],

lim p(p1(2), p2(2)) = 0.

By Theorem 2.5, ||Cy, — Cy,|l < 2. It is easy to see that 0 < [|C,, — C,, |
Thus Cy, — C,, is an example satisfying (4.2).

Example 4.2. Let ¢1(2) = (2 +2)/3 and ¢2(z) = (z — 2)/3. Then ||¥1]cc =
lo2]loc =1 > ||@1¢2]/0c- By Theorem 2.5, it is easy to see that ||Cy,, —Clyp, || = 2.
Let {zn}n € Z({p1,92}). If 1 € I({zn}), then ¢1(z,) — 1, so z,, — 1. Hence
w2(z,) = 0 as n — oo. Thus I({z,}) = {1}. Similarly if 2 € I({z,}), then
I({z,}) = {2}. Hence by (3.1), I'({2zn}) = 1. Therefore

max I'{z,}) = 1.
{znIn€Z({p1,902}) ({ })

By Theorem 3.9, ||Cy,, — Cy,lle = 1. So Cy, — C, satisfies (4.3).
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Example 4.3. This example is similar to the one given in [9]. Let ¢1(z) = 2
and po(2) = 22. Let {2, }, be a sequence of real numbers in D with 2, — —1.
Then {zp}n € Z({¢1,92}) and I({z,}) = {1,2}. Since ¢1(z,) — —1 and
v2(zn) — 1 as n — oo, we have

P({zn}) = T inf [Py, ) = Pyl = 2.

By Theorem 3.9, ||Cy, — Cyylle = 2. By (4.1), Cyp, — C,,, satisfies (4.5).
Example 4.4. Take ¢; € S(D) satisfying ||¢1lcc = 1 and

/ log(1 — |¢7]) do > —oc.
oD

Then there exists an outer function w(z) € H™ satisfying

(4.6) w*=1—=pj| a.e. ondD

(see [3, 7]). We have

(4.7) lwl + Jp1] <1 on D.

By (4.6), there is a sequence {z,}, in D satisfying
1- n
7“01('2 ) —1 asn— o0

jw(zn)|
and
(4.8) lp1(zn)] =1 asn — oo.

Here we may assume that

(4.9) M%l as n — 0.
w(2n)
For 0 <t <1, let
p2(2) = p1(2) + tw(2)e1(2).
By (4.6), 2 € S(D). Since w(z,) — 0, |p2(2,)] — 1. We have

tw(z)e1(2)

plp1(2),02(2)) = | — BTG
. t1(2)]
[ LGB g (2) 2

tlo1(2)]

S TG —taeE @

< bt

-2t

Hence .
p(p1(2),p2(2) < ——, 2€D
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On the other hand,

. . t(Pl Zn
hmsupp(gol(zn),gog(zn)) = hmsup 1T—[p1(2n) ]2 ( ) 5
t
=— by (4.8) and (4.9).
2—1t
Therefore
. t
sup p(1(2): p2(2)) = limsup p(1 (z0), p2(2n)) = 57—
zeD n—o00 -
By Lemmas 2.1 and 2.4,
[Cpy = Copull = sup | Py, (2) — Ppo(z) 1
z€D
= lim sup 1Py (20) = Pioa(zm) 1
4cos™!
=2 — 2t <9
T
By (3.1) and Theorem 3.2, we have
4dcos™t

. 2—
1Ce1 = Coslle 2 Timsup | Py, (z,) = Paall =2 = -

Hence [|Cy,, — Cy,|| = ||Cp, — Cpylle. Therefore Cy,, — C,,, satisfies (4.4).
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