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Abstract 
 

Wireless sensor network (WSN) is a promising technology for monitoring physical 

phenomena at fine-grained spatial and temporal resolution. However, the typical approach of 

sending each sensed measurement out of the network for detailed spatial analysis of transient 

physical phenomena may not be an efficient or scalable solution. This paper focuses on 

in-network physical phenomena detection schemes, particularly the distributed computation 

of the boundary of physical phenomena (i.e. event), to support energy efficient spatial analysis 

in wireless sensor networks. In-network processing approach reduces the amount of network 

traffic and thus achieves network scalability and lifetime longevity.  
This study investigates the recent advances in distributed event detection based on 

in-network processing and includes a concise comparison of various existing schemes. These 

boundary detection schemes identify not only those sensor nodes that lie on the boundary of 

the physical phenomena but also the interior nodes. This constitutes an event geometry which 

is a basic building block of many spatial queries. In this paper, we introduce the challenges and 

opportunities for research in the field of in-network distributed event geometry boundary 

detection as well as illustrate the current status of research in this field. We also present new 

areas where the event geometry boundary detection can be of significant importance. 
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1. Introduction 

Wireless sensor networking is an emerging technology for monitoring temporal and spatial 

behavior of transient physical phenomena, for example, a moving band of rain and a 

shape-shifting region of low temperature [1]. A wireless sensor network allows each sensor 

node to associate with each sensed measurement the location where the measurement was 

taken, the time at which the measurement was taken and the knowledge that what does the 

measured reading represent. As an example of the usefulness of this information, consider the 

following context. Efficient water management is a major concern for farmers of many crops. 

Imagine that a farmer has deployed sensor nodes and is interested in parts of a field where the 

soil moisture has dropped below a certain threshold so that only those parts can be irrigated [2] 

given the limited water supply. In addition, sensor nodes can also help in frost monitoring [3] 

and fighting fungal disease in the fields [4,5]. Such diseases tend to spread under certain 

temperature and humidity conditions. The raw data collected from the sensor nodes  enables 

the farmer to identify regions of interest. In these deployments, nodes sense the physical 

features (e.g., soil moisture, temperature) and communicate with each other to send this 

information from the fields to the farmer. A WSN, therefore, allows the farmer to get a 

real-time digital picture, in the form of sensed measurements of the physical world. By 

combining results at different time instances, it is possible to obtain the time evolution of a 

physical phenomena (i.e., event region). This paper specifically considers those events that 

can be modeled as having a boundary, or edge. Examples include temperature gradients, 

variations in levels of measurable quantities such as light intensity, temperature, chemical 

concentration etc. 

In WSN literature, there are broadly two strategies for performing analysis of the data 

collected by sensor nodes in a WSN. The first strategy requires each sensor node in the WSN 

to send each sensed measurement to a central basestation without performing any local 

processing whereas the second strategy involves local processing of the sensed measurements 

by sensor nodes as they route data packets towards the basestation. The former strategy is 

often referred to as warehousing (or out-of-network processing, centralized processing) and 

the latter as in-network processing.  

1.1. Out-of-Network Processing Approach 

Out-of-network event (i.e., physical phenomena) detection requires that each sensor node 

transmits every sensed value to a central base station. Once the data is collected at the base 

station,  classical   algorithms can be applied to the collected sensed data for estimating the 

event regions, after which detailed analysis becomes possible (for example to compute size, 

number and shape of event regions, their locations and their topological relationship with 

application-specific geometries). However, this approach is prohibitively expensive and does 

not scale well. For a typical sensor node, communication is more expensive than computation 

[6]. As described in [7], in a noise-free environment transmitting 1 Kb of data across a distance 

of 100 meters costs around 3 joules. However, a general purpose processor with 100 MIPS/W 

consumes around the same amount of energy to execute around 3 million instructions. 

Therefore, reducing communication and increasing processing inside the network increases 

network lifetime.  For network scalability, it is also preferable that, instead of sending raw 

sensor data, high-level information is returned by the network. One common strategy to 

achieve this is to perform data reduction (e.g., by applying predicates, computing aggregates) 

and filtering as early as possible in the data flow path. This approach has led to the 
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development of generalized algorithms supporting different application scenarios (e.g., 

TinyDB [8]).  

1.2. In-network Processing Approaches   

Distributed in-network processing can significantly reduce the amount of traffic in a network. 

Following are the two possible techniques that make use of in-network processing approach 

for efficiently sending information out of network for detailed spatial analysis.    

1.2.1  Event Detection Technique 

In-network event detection requires a node to apply an event predicate (e.g.,  moisture ) 

to the readings obtained from transducers on the node. Nodes satisfying the event predicate 

constitute an event region. Complex event detection requires readings from more than one 

sensing device in the node. For example in agriculture monitoring application, for controlling  

the spread of disease, pesticides need to be applied only if temperature and humidity  

conditions stand in some specific relationship (soil moisture has risen above and temperature 

has dropped below certain thresholds). Therefore, the characterization predicate can be a more 

complex algebraic expression (such as etemperatur  AND 'moisture ) requiring 

that more than one threshold test is applied over several readings as well as Boolean 

connectives to compute the final result.  

This approach requires that only those nodes that are part of the event, send the 

information towards the gateway for performing detailed spatial analysis out of network. The 

gateway is responsible for creating the snapshot of the phenomena based on the received 

information. Such in-network processing will result in the reduction of network traffic by 

requiring the event nodes to send the Boolean result towards the gateway. The experimental 

evidence in [9] demonstrates that the cost of sending event information from each node of the 

network is much higher than the case where only event nodes transmit this information. 

More specifically, changes in the event status obtained by a group of sensor nodes can 

be used to characterize the life cycle of an event of interest by the way its geometry changes. 

At different points in time, event predicate will change in its truth value at different nodes 

depending on their location with respect to the event. Event detection can also result in 

multi-element regions, i.e., one consisting of disjoint component regions. Furthermore, the 

interior of an event region may contain one or more disjoint regions comprising of  non-event 

nodes, termed as holes. In case of WSN, at each evaluation episode, the event region may 

comprise of single-element (with zero, one or more holes) or multi-element (with zero, one or 

more holes) geometries. Figure 1(a), shows the fields 10...,2,1 fff  (i.e., 

application-specific geometries) in camalie vineyard [10], and Figure 1(b) shows an example 

of a WSN over Figure 1(a) depicting multi-element event regions M and T  along with 

application-specific geometries. M  represent the region where 'moisture and T  

represents the region satisfying predicate etemperatur . Both elements of M  and T  

overlap each other. One of the M  region elements lying in field 4f  contains a hole 

comprising of six nodes that are not part of event region M . It can be seen that the hole inside 

the event region results in an interior boundary. There are two kinds of boundary nodes in the 

M  region element lying in field 4f , shown in Figure 1(b). The nodes that are lying on the 

boundary of the event geometry constitute outer boundary and the nodes that are lying on the 

boundary of a hole constitute interior boundary. Both the interior and outer boundary 

separates the event nodes from the non-event nodes.  
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Given the large size of the network, or large size or large number of disjoint event 

regions inside WSN, the cost and time required for sending information from event nodes 

might be quite high. For example, there might be a time requirement for estimating the open 

out of the contamination in soil to specific sensitive location. Similarly, for frost protection, 

some farmers make use of wind machines, while others, rely on irrigation along with wind 

machines to adequately modify temperature. These frost/freeze protection systems are 

expensive. Therefore, these should be used only if the temperature reaches a critical threshold. 

This stresses on the requirement to support some efficient in-network processing algorithms 

which further reduce the network traffic and hence reducing the response time. One of the 

solution proposed in the literature is to compute the boundary of event region based on the 

event information.  

1.2.1  Event Boundary Detection Technique 

The main benefits behind computing the boundary of an event region using distributed 

in-network processing are two-fold. First, it reduces the amount of packets to be relayed out of 

the network (i.e., requiring only the boundary nodes to send information towards gateway) and 

hence results in network longevity and scalability. Second, it allows to collect the information 

at higher rate from the network.  Therefore, the boundary information can be used to track 

events entering or leaving a region thus allowing for more fine grained analysis of the 

phenomena. It will not only help in providing appropriate services to the affected subregion in 

case of emergency but will also be useful for detailed analysis of the phenomena. For example, 

regular spray of pesticides needs to be stopped in regions with high temperature or low 

moisture as it endangers the crop health.  

The problem of event boundary detection can be formulated as follows: given a set of 

measurements from sensor nodes located at different locations and an event characterization 

predicate, return a description of the boundary of the event in a distributed manner. In other 

words, the boundary of event region separates the sensor nodes that satisfy the characterization 

predicate from those that do not. The boundary of an event geometry (i.e., the spatial shape of 

event) Ge is defined as the set of nodes lying on the boundary of Ge, denoted by B(Ge). B(Ge) 

describes the shape and the location of the event. Geometry occupies a position in space 

defined by its interior, boundary and exterior. A boundary detection algorithm allows a node to 

determine if it lies on the boundary or the interior of event geometry. This allows the WSN to 

be treated as a distributed spatial database containing information for both event and 

application-specific geometries as shown in Figure 1b. Similar to the aforementioned 

in-network processing approach, this approach also requires the base station to compute the 

detailed snapshot of the WSN based on the boundary information (i.e., all possible outer 

boundary and inner boundaries) of the event geometry to perform detailed spatial analysis.    

 In this state of affairs, if environmental scientists were to try and seek guidance in the 

literature as to which, among the proposed event region boundary detection approaches, would 

perform better for a planned deployment, the absence of such literature will act as a major 

drawback in taking the right decision. While existing survey studies [11] algorithms for 

detecting holes boundary [12] (which exist in WSN because of nodes failure or arbitrary 

deployment), and estimating the network boundary [13]. Our work targets in-network 

processing techniques for detecting boundaries of event regions. These techniques are 

classified and discussed in detail providing a complete overview of challenges and future 

directions.  There also exist studies that deal with coverage problem in WSN [14]. These 

algorithms [11,12,13,14] focus only on the physical network topology. In this paper we are 

concerned with the detection of event region and its boundary. Event regions are 
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representations of transient phenomena determined by physical properties (e.g., humidity, or 

temperature) that can be sensed by the nodes. These event regions are assumed both not to 

pre-exist the WSN deployment and to change independently, possibly often, for the duration 

of that deployment. 

The remainder of the paper is organized as follows: Section 2 presents the challenges 

associated with the distributed in-network boundary detection of the event region; Section 3 

surveys the work related to event region boundary detection; and Section 4 highlight the 

current research trends related to boundary detection in WSN. Section 5, concludes the paper.  

2. Challenges 

Event boundary detection using in-network processing techniques in sensor networks raises 

research issues at several levels. Some of the challenges are as follows:  

2.1 Distributed Data 

 In a WSN, each sensor node has limited coverage and connectivity. Because of the 

limited coverage, each node is only aware of a small part of the event geometry that lies within 

its sensing range. Complete information regarding the event region is distributed throughout 

the network.  Classical boundary detection techniques cannot be used directly as they are 

usually applied to centrally stored data.  Therefore, for in-network computation of event 

geometry and its boundary, sensor nodes require information from neighboring nodes. In a 

WSN, energy is valuable because it is scarce. Sensor nodes only have finite energy reserves 

drawn from batteries that cannot be easily replaced. In certain applications where nodes are 

deployed in inaccessible locations, it may not be possible to replace batteries [15, 16].  This 

makes the event region boundary detection problem challenging because, for in-network 

processing, any practical solution must be a localized algorithm (i.e., requiring information 

from 1-hop neighbors only). As the size and shape of the transient phenomena varies over time 

and space, each node is required to periodically reconsider its event-membership status from 

sensed data at the relevant evaluation instances.   

2.2 Noise 

Noise is usually unwanted faulty measurements reported by sensor nodes due to the 

following reasons: (i) hardware/software fault, (ii) some sensor nodes might be exposed to 

extreme environment and report extreme values (reasons include arbitrary deployment etc.). 

Noise in the environment may result in limiting the achievable accuracy of estimated event 

boundary. The increase in fault probability decreases the achievable accuracy in WSN. 

Because of noise, a non-event node may declare itself as an event node. Therefore, while 

designing a boundary detection scheme for event regions, care must be taken to detect and 

suppress faulty measurements.  

2.3 Deployment 

In WSN-based environmental monitoring applications, it is challenging to design a 

precise deployment. The reason is accurate event detection depends on a number of factors 

including the type and quality of the sensor nodes and the nature of the terrain. The type of 

event to be detected also varies from application to application. For dynamic, transient 

phenomena, the size and shape of the event region varies over time and space.  Thus 
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fine-grained event boundary estimation can only be achieved if a large number of nodes are 

deployed. Otherwise, one has to compromise on the precise shape and size of the event region.  

Although the relatively low cost of the sensor nodes allows for the deployment of 

these nodes in large numbers, in many applications the cost of the nodes is not the critical 

factor compared to the deployment costs and the need to collect the right data at the right 

spatial granularity. Therefore, different applications require different geographic coverage 

with varying or uniform nodes density over the field under study.  

The deployment strategies are broadly divided into regular grid and random 

deployments. In regular grid deployments, the sensors are placed deterministically with some 

regular geometric topology along grid points. This strategy is mostly used in application 

scenarios where the user has control over node placement, i.e., where access to the deployment 

site is not a concern and it is safe for humans to place sensors manually. Because of the fact, 

that each node has a communication radius 
cr  and a sensing radius

sr , in most applications 

nodes are usually deployed at a distance 
sr  apart along the regular grid points ensuring 

coverage of the area as well as node connectivity. In the case of a regular grid deployment, the 

granularity of the grid is, therefore, a function of the sensing range, the radio range and 

whatever fine-grained event-detection resolution that can be afforded. Random deployments 

allow for the locations of sensor nodes to be not planned a priori: the sensors may be 

air-dropped, scattered using a vehicle or any comparable means [17].  

2.4 Aggregation of Information 

After the evaluation of in-network boundary detection algorithm, the information 

about the event region boundary lies inside network in distributed fashion. As already 

mentioned in Section 1, the event region may comprise of a single-element region or a 

multi-element region with or without holes. Transmission of binary result (representing 

whether node is part of boundary) offers energy efficiency, but binary decisions are unreliable 

in noisy environments. The challenge here is how to fuse (integrate) the data efficiently, so 

that the base station can correctly compute the current snapshot of WSN on receiving 

information. This implies that efficient aggregation and routing strategy must be designed for 

routing the required information towards the gateway.   

3. Boundary Detection Schemes 

 In case of out-of-network event region boundary detection, once the data is collected 

at the base station  any classical image/object detection algorithm designed for centralized 

image/object boundary detection  can be applied with little or no modification 

[18,19,20,21,22].    A WSN can be considered as an image. Just as an image is comprised of 

grid of pixels, a WSN is a collection of sensor nodes. 

 Realistic in-network boundary detection is difficult in WSN and an in-network 

boundary detection algorithm may lead to limited precision in the estimated boundary. 

Limited accuracy may occur because of the following reasons: (i) not detecting sensor nodes 

that are part of true event boundary (i.e., real/exact boundary of the event geometry) as 

boundary nodes, (ii) detecting nodes that lie close to the true boundary but not on the true 

boundary as boundary sensors or (iii) detecting nodes that are not even close to the true 

boundary as boundary nodes. The last two reasons contribute to the thickness of the event 

geometry boundary, resulting in deterioration of the accuracy. Many proposed solutions exist 
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for in-network boundary detection, including those based on image processing, topological 

and geometrical techniques as well as statistical schemes.     

 To the best of our knowledge, no in-network boundary detection scheme presented in 

the literature presents the solution to the aggregation challenge. The schemes only detect the 

event boundary. The information regarding the event boundary lays in the distributed manner 

in side the network. In this paper, each of these techniques is compared according to the 

following parameters:  

1. Communication Cost: This  parameter studies the communication cost involved in the 

in-network detection of the boundary  of the event  region. 

2. Adjustment to Network Characteristics: This parameter studies whether the scheme 

requires selection/computation of certain values (required for its processing) based on 

the network characteristics (i.e., network size, deployment strategy or on the 

percentage of expected noise inside WSN) before evaluation. For example, in most of 

the schemes presented in this section, a threshold value is computed and distributed 

among nodes inside WSN. This threshold value is used by WSN node to compute 

whether it is part of interior or boundary. In some schemes this threshold value varies 

based on the probability of noise, and network density etc. The selection of correct 

threshold value is critical for the accuracy of the scheme. Otherwise the scheme might 

end up with thick or non-smooth curve edges.   

3. Adjustment to Sensing Error: The adjustment to noise parameter apprise whether the 

existing scheme incorporates any mechanism to handle the noise issue or the scheme 

only works with the assumption of no noise in the network.   

4. Trade-off Accuracy vs Cost: This parameter studies the tradeoff between accuracy  

and cost. The parameter highlights the following: (i) experimental evidence for the 

network with random and uniform-grid deployment; (ii) event region shapes 

considered for experiments (i.e., realistic or circular/elliptical shape only); (iii) how 

much improvement in accuracy can be achieved by collecting data from more than 

1-hop neighborhood; (iv) impact on accuracy by changing the network characteristics 

such as noise, network size, network deployment strategy etc. 

3.1. Statistical and Geometrical Techniques 

WSNs allow for the detection, tracking and monitoring of the physical phenomena in 

space. Each sensor node has a location in physical space, thereby enabling us to associate 

spatial properties with data. Geometric methods for boundary detection use geographical 

location information.  

Table 1, compares the schemes based on statistical and geometrical techniques. Let set 

of nodes S  is deployed on a two-dimensional Euclidean planeG . At each evaluation episode, 

sensor field S  is given as ENNEN SSS   where ENS  represents event nodes and NENS  

represents non-event nodes. The 1-hop neighborhood )(1

isN  of a node Ssi   is the set of all 

sensors that are in its communication range.  

A statistical approach [23] requires an event node to collect event information from its 

neighbors, derive a set of statistics from that information and use a Boolean decision function 

in order to decide whether it lies in the event boundary based on an acceptance threshold. This 

scheme works well for the scenario where all the sensor nodes are well calibrated, error free 

and uniformly deployed.  
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In the classifier-based approach [23], a node attempts to partition the information 

collected from its neighborhood into regions of distinct behavior using classification 

techniques. Under such scheme, each of the sensor nodes, in order to check whether it is a 

boundary sensor or not, collects information from the neighboring sensors and applies a linear 

classifier technique. An optimum line is selected which is then compared against a threshold to 

determine whether it is passing close to the boundary or not to declare the node as a boundary 

sensor. The classifier-based approach involves fitting lines at fine sample granularity resulting 

in a high computational overhead.  

Jitender et al. [24] proposed the Interior Point (IP) algorithm to discover boundaries in 

uniformly and randomly distributed WSNs. The authors assumed that each node must have at 

least three neighbors in its radio range. This approach consists of two algorithms: IP and 

ChooseGoodneighbors (CGN). In order to detect boundary nodes, IP requires nodes to 

broadcast their location information to their neighbors. The IP algorithm confirms whether a 

node is in the radio range of three neighbors. The accuracy of the algorithm depends on the 

selection of three best neighbors. For this purpose, the CGN algorithm is responsible for 

intelligently selecting four neighbors that are pairwise neighbors of each other. CGN selects 

neighbors that are close to a node and possibly surround it. Experimental evidence is derived 

using size of neighborhood and the network as metrics in both random and uniform grid 

deployments.   

Tangent fit (T-fit) [25] is another localized boundary detection technique based on 

geometric rules and trigonometry. In order to detect boundary nodes, it requires event nodes to 

broadcast their location information to neighboring nodes. On receiving messages from event 

nodes, a node is  makes itself the origin of a circle centered at itself and partitions its 

neighboring event nodes into four quadrants.  The boundary-detection statistic is then 

formulated in terms of the number of quadrants in which neighboring event nodes are found.  

If no neighboring event nodes are found in any quadrant or if they are found in all four 

quadrants, then is  declares itself not to be a boundary node. If neighboring event nodes are 

found in one quadrant only, is declares itself to be a boundary node. If neighboring event 

nodes are found in two or three quadrants, is computes the angle formed by itself at the origin 

and its two farthest neighbors in the two populated quadrants (or in the diagonal quadrants, in 

the case of three populated quadrants).  If computed angle is less than 180 , is declares itself 

to be a boundary node. Experimental results show that the scheme performs relatively well 

when compared to the PR-classifier algorithm [23] both in terms of accuracy and energy 

efficiency. The experimental evidence suggests that the performance of the scheme increases 

by increasing node density even in the case of arbitrarily placed nodes. The T-fit scheme does 

not incorporate any error suppression scheme. Therefore, in experiments with faulty 

measurements at random positions it gives poor results. There is some ambiguity regarding the 

definition of quadrants. It is not clear how to apply the rules to the nodes that lie on the axes. 

Furthermore, the rule to declare itself non-event node on finding event nodes in all four 

quadrants is also too strict. This can result in a non-smooth boundary. For example, in case of 

event region with jagged boundary, it is possible that is  finds that in any one or more 

quadrants there is either only one or few event nodes (which might be due to noise) and many 

non-event nodes. The scheme, therefore, should consider the ratio of event nodes to non-event 

nodes when detecting boundary nodes.   

Noise-tolerated Event and Event Boundary Detection (NED) [26] supports noise 

suppression in event boundary detection in WSNs. NED assumes that sensing errors are 
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independent over the WSN and noise is a white normal random variable (i.e., sensor error   

),0( 2N ) with fixed variance assuming that all nodes are sourced from the same 

manufacturer batch. In addition, it assumes that the event phenomenon is continuous. NED 

uses a statistical approach in which the probability density of a normal random variable 

concentrates around the mean value. So, for a random variable, ),( 2meanN , 95 %  

probability falls within the range )96.1,96.1(   meanmean . Since the sensing error is 

considered normal white noise, nodes are classified as significant, non-significant event, 

non-event based on the threshold value and variance 
2  of the sensing error. This 

classification allows the transmission of a message using variable length coding mechanism 

for communication efficiency. The NED algorithm makes use of a moving mean method for 

suppressing sensor faults. As the authors focused on continuous phenomena to represent 

sensed data in WSNs, they conducted experiments using a smooth gray-scale image. 

Performance analysis of the NED algorithm has not been provided in terms of varying network 

density and neighborhood. The experimental results show that with a large density and 

moderate noise, NED performs well for detecting the boundary of continuous phenomenon.  

The localized fault-tolerant event boundary detection scheme [27] assumes that the set 

of sensor nodes with faulty measurements may contain information related to detecting events. 

The algorithm for faulty sensor detection is based on the moving median method, which 

requires every node to broadcast location information along with the sensed measurement to 

its neighbors. Median is a useful statistics, which works directly with continuous numbers 

rather than binary readings. Each node adds its own measurement to the ones received from 

neighboring nodes and computes the median of these measurements. Each node then finds the 

difference d  between its own measurement and the calculated median. It then broadcasts d  

in another message to neighboring nodes. Several statistical tests are then applied to collect 

outliers and then to compute the resultant value, which is then compared against the threshold 

to determine whether the node is a boundary node.   

Zhang et al. propose two algorithms based on computational geometric techniques, 

called Localized Voronoi Polygon (LVP) and neighboring Embracing Polygons (NEP) [28]. 

In LVP-based algorithm, each node computes the tentative localized voronoi using the nearest 

neighbor distance and direction information. Based on this information, neighbors are divided 

into quadrants. If neighbors are found in all four quadrants, a node declares itself a 

non-boundary node. If a node cannot find neighbors in any quadrant, then it checks for 

neighbors in the assistant area (constructed by calculating two sectors of 45 degrees each, 

adjacent to the specific quadrant). If the neighbor in the assistant area is not the nearest 

neighbor in that quadrant, then the node declares itself a boundary node. The LVP-based 

algorithm is reported to provide continuous closed curves as boundaries. In case of the 

NEP-based algorithm, a node sorts its neighbors according to their angle with itself (to create a 

convex hull of its neighboring nodes). After sorting, if it finds a gap less than or equal to 
180 among these angles, it declares itself a boundary node. The authors have reported that, 

compared to the LVP-based algorithm, the NEP-based algorithm provides less accuracy.   

The fault-tolerant event boundary detection scheme (FEBD) [29] is based on Bayesian 

theory [30, 31]. It is another distributed localized boundary detection scheme designed for 

WSNs. FEBD requires every node to send the outcome of its event detection predicate to all its 

one-hop neighbors irrespective of whether this outcome was true or false. On receiving this 

information from neighbours, each node counts true and false outcomes separately. A node 

resets its event outcome based on the majority rule (i.e., it will declare itself as event node only 

if count of true outcomes is greater than false outcomes).  If a node calls itself an event node, 
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then it computes a statistic to determine whether it is boundary node by comparing that to a 

threshold value. This threshold is defined by the user and thus should take into account any 

relevant deployment properties (such as the tolerance radius for boundary thickness etc.).  

The majority rule scheme [31] is used by FEBD to suppress sensor errors. The 

performance of the scheme decreases with an increase in the number of faulty measurements, 

especially in low-density networks. Compared to the schemes in [23, 27], the performance of 

FEBD in terms of correctly detecting boundary nodes is not too much dependent on the 

density of the network and, gives reasonable results at low communication cost, even with 

faulty measurement percentage of up to 25 % . Majority voting algorithm has been found to 

remove the random faults but may also lead to inaccurate detection of the event region 

boundary.  It has been identified that in high-density networks, the scheme in [29] produces 

poor outcomes for event regions with shapes other than elliptical or circular, i.e. regions with 

narrow bands or acute jagged edges. Figure 2(a) shows example event geometry with 

irregular/jagged boundary and Figure 2(b) demonstrates the shape of sensed event geometry. 

Consider the Figure 2(b) where event nodes 1, 2, 3, 4, have more non-event nodes compared 

to event-nodes in their 1-hop neighborhood. Application of majority rule will result in flipping 

their event status from event node to non-event node contributing towards the in-accuracy of 

the scheme.   

The boundary detection method based on the statistical scheme in [23], suffers from the 

fact that an optimal threshold value is required for accurate boundary detection. The authors in 

[32] proposed a technique to determine an optimal threshold based on the Neyman-Pearson 

(NP) criterion, termed as NP fusion method. Like [23, 29], the proposed scheme requires 

tolerance region r  value. A node is declared as boundary node if it lies at a distance less than 

r  from the true boundary line. For decision fusion under NP criterion, each node needs event 

information from its neighbors. The proposed scheme works in two stages. In the first stage, a 

node computes its event status by applying statistics to the information including sensed 

measurement, least error rate and mean of k  data samples. In the second stage, a node 

computes whether it is part of the boundary by applying statistics to the information including 

neighbors event information, tolerable false alarm rate calculated based on NP, tolerance 

region and parameters computed based on NP criterion. It is reported that the scheme works 

well in scenarios with high rate of location error or with high signal-to-noise ratio compared to 

classifier based scheme [23].  

Table 1.  Boundary detection schemes based on statistical and geometrical techniques 

 Communication Adjustment to Adjustment to Trade-off Accuracy 

 Cost Network 

Characteristics 

Sensing Error vs Cost 

Statistical 

scheme 

[23] 

Each Ssi  , 

transmits  one bit 

event information to 

))(( 1 isN . 

 

Selection of 

correct threshold 

value is critical. 

The variations in 

value result from 

varying  network 

density,  or ratio 

of neighborhood 

to boundary 

width or ratio of 

neighborhood to 

faulty 

measurements. 

No mechanism 

for suppression of 

noise 

 

 

 

  

 

 Works well with 

well-calibrated and uniformly 

deployed nodes. Performance 

degrades with increase in 

network size and decrease in 

neighborhood. Collecting 

information up to two-hop 

increase performance. 

Experiments are based on 

uniformly placed nodes for 

event region that is elliptical in 

shape. 
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Classifier 

-based 

scheme 

[23] 

Each Ssi  , 

transmits location & 

one bit event 

information to 

))(( 1 isN . 

 

The threshold 
value is 
constant. 
 

 

  
 
 

No mechanism 

 

Scheme works well with nodes 

that are well-calibrated and 

uniformly deployed. The 

performance can be improved 

with improving network density 

& considering information from 

two-hop neighbors. Reported 

that it works well as compared 

to other schemes in [23]. The 

performance is tested only over 

elliptical and linear boundaries. 

IP[24] Each Ssi  , 

transmits location 

information to 

))(( 1 isN  

 

The 

assumptions of 

the scheme 

includes: (i) 

dense networks, 

(ii) Each node to 

have at-least 

three neighbors. 

No mechanism. 

 

 

 

 

  

 

 

Accuracy of the algorithm 

decreases with the increase in 

network size. Scheme perform 

well for grid deployment 

compared to random 

deployment. The accuracy 

increases with neighborhood 

more than 4 up to certain 

threshold. 

T-Fit [25] Each ENi Ss  , 

transmits location & 

one bit event 

information to 

))(( 1 isN . 

 

The threshold 

value is 

constant. 
 

No mechanism. 
But the scheme 
allows to detect & 
suppress noise in 
terms of event 
nodes 
detected as 
isolated nodes. 
 
 

This performance increases 

with increase in network 

density. It is reported to work 

better in comparison to 

Classifier scheme [23] for large 

density network. The 

experiments are based on 

arbitrary placed nodes for event 

regions circular or concave in 

shape. 

NED[26] Uses variable  length  

coding mechanism.  

Each  Ssi  , 

transmits to 

))(( 1 isN either 02 

bits or 32 bits of 

information. 

 

The assumption 
is noise variance 

(
2  ) is fixed. 

The distribution 
of values are 
normal random 
where 95% lies 
in (mean -1.96 
 , mean +1.96 
 ) range. 

NED make use 
of moving mean 
method for 
suppressing 
random sensor 
faults. 
 

Scheme works well in the 

scenarios where sensed 

measurements are closely 

related (i.e., proximity close) 

and represented as continuous 

values (instead of digit 

representation). Otherwise, will 

result in thick and non-exact 

edges. Experimental results are 

represented in pictorial form. 

No clear comparison with true 

boundary. 

localized 

fault- 

tolerants 

event 

boundary 

detection 

[27]. 

      

Each Ssi  , 

transmits location & 

sensed measurement 

to ))(( 1 isN . 

 

The algorithm is 

sensitive to the 

settings of the 

threshold, which 

is based on the 

fault probability 

in WSN. 
 

It uses moving 

median method 

to identify faulty 

nodes. 

 

 
 

Communication cost of the 

moving median method is 

approx. 32 times higher than 

majority voting algorithm [29] 

as it requires measurement to be 

broadcasted. The performance 

is tested only over elliptical and 

linear boundaries. It gives 

reasonable results with a faulty 

measurement percentage up to 

20% and node densities >= 30. 

Performance degrades with 

raise in faulty measurements 

percentage or node density. 

LVP[28] Each Ssi  , 

transmits location 

information to 

Works with the 

assumption that 

boundary nodes 

No mechanism 

 

The experiments are based on 

uniformly placed nodes. 

Accuracy increases by raising 
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))(( 1 isN . In 

addition, 

communication is 

required to compute 

localized voronoi 

polygon. 

can be locally 

detected, if and 

only if 

communication 

range of a node 

is twice the 

sensing range. 

the node density up to certain 

limit after which it remains 

constant. The experimental 

section does not discuss the 

accuracy obtained compared to 

true boundary. 

FEBD 

[29] 
Each Ssi  , 

transmits  event 

information to 

))(( 1 isN . 

 

The threshold 
value is constant 
and can be 
adjusted for true 
representation 
of boundary 
thickness. 

FEBD make use 
of majority rule 
for suppressing 
sensor nodes 
faulty 
measurements. 
 
 

The experiments are based on 

uniformly placed nodes with 

and without fault probability of 

up to 25% nodes for event 

regions circular or rectangular 

in shape. Reported can perform 

better then classifier-based 

scheme [23]. 

NP[32] Each Ssi  , 

transmits event 

information to 

))(( 1 isN . 

 

Works with 

dense 

networks 

Provides method 

for noise detection 

and suppression. 

Node sets its event 

status   after 

applying statistics 

on information 

received from 

neighbors. 

The experimental section does 

not discuss the accuracy of 

scheme compared to crisp true 

boundary. Experiments are run 

over square/circular shape event 

region with average density of 

20 nodes. Experimental results 

are represented in pictorial 

form. No clear comparison with 

true boundary. 

3.2 Image Processing Techniques 

Like a pixel value in an image, a sensor node, based on its sensed measurement, can 

estimate whether it belongs to the event region. Table 2, compares the boundary-detection 

schemes based on image-processing techniques.  

To the best of our knowledge, the first characterization of event boundary was reported 

in [23] where the authors propose three different approaches: statistical, image-processing and 

classifier-based. None of these approaches has any mechanism for detection and suppression 

of noise. The image-processing approach  treats each sensor as a pixel, thereby opening the 

way for the direct application of boundary detection techniques used for images, e.g., those 

based on computing a filtered image using convolution, Prewitt filters [33] etc.  The image 

processing scheme [23] does not consider either the topology or the locations of the sensor 

nodes. A node maintains a separate count for the number of neighbors that satisfy and those 

that do not satisfy event predicates in each quadrant with the node itself as the origin. Note that 

if a WSN deployment is such that the required pixel-like regularity is not possible, a weighting 

scheme based on the number of event and non-event neighbours is presented.   

Prewitt filter, is applied by every sensor node in a network to determine whether it is a 

boundary sensor or not [33]. The scheme requires each node to broadcast its measurement 

along with location information to its 1-hop neighbors. Application of Prewitt filter requires 

that the space around the node be divided in to eight sectors of 45 degrees each with at-least 

one neighbor per sector. In random deployments of sensor nodes, there is a possibility that the 

sensor node might not have eight neighbors. To handle such scenarios, the solution presented 

in the paper is that the node uses its own measurement for those sectors where no neighbors are 

present.  When there is more than one neighbour per sector, the mean of their measurements is 

used for that sector. A node computes its event region participation based on the computed 

average value. This approach termed as mean filter method helps suppressing random faulty 

measurements.   
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3.3. Topological Techniques  

Techniques in this category make use of connectivity information and do not require 

knowledge about node locations. Table 3 compares the schemes based on topological 

techniques.  

Table 2.  Boundary detection schemes based on image processing  techniques 

 Communication Adjustment to Adjustment  Trade-off Accuracy 

 Cost Network 

Characteristics 

to Sensing 

Error 

vs Cost 

Prewit 

Filter [23] 
Each Ssi  , 

transmits location 

& one bit event 

information to 

))(( 1 isN . 

 

Selection of correct 

threshold value is 

critical. The variations 

in value result from 

varying  network 

density,  or ratio of 

neighborhood to 

boundary width or 

ratio of neighborhood 

to faulty 

measurements. 

No 

mechanism 

Performance degrades with 

increase in network size, 

decrease in neighborhood size & 

increase in noise.  Works well 

with uniformly-deployed nodes. 

Reported that it works well as 

compared to statistical scheme 

[23].  The performance is tested 

over elliptical and linear shape 

boundaries. 

Prewit 

Filter [33] 
Each Ssi  , 

transmits location 

& sensed 

measurement  to 

))(( 1 isN . 

 

Selection of correct 

threshold value is 

critical.  The 
variations in value 
result from varying  

network parameters 

such as density etc. 

Mean Filter 

Method 

Mean square error increases with 

increase in communication 

range. This scheme performs 

well in scenairios with high node 

density, low communication 

range and event region having 

elliptical shape boundaries. 

Wang et al. [34] proposed a distributed algorithm for boundary detection of WSN. The 

algorithm assumes that there are holes in the network. Reasons for the existence of holes 

include arbitrary deployment and dead and faulty nodes. In its current form, the algorithm does 

not detect event or its boundary but can be modified to support detection of event geometry 

with holes. The algorithm works by creating a shortest path tree in the network and finding the 

cut nodes. The shortest path terminates because of the holes in the network. Cut nodes are 

defined as the set of nodes where the shortest paths of distinct homotopy type meet after 

passing around holes. By using the cut nodes, shortest cycle enclosing the composite hole is 

computed. To find the outer boundary (i.e., boundary of WSN), a flood is generated from the 

shortest cycle to compute the extreme nodes (part of the boundary of WSN). Later on some 

more statistics are applied and communication is carried out to refine the inner and outer 

boundaries.   

Nowak and Mitra [35] proposed a hierarchical processing strategy using a cluster-based 

scheme for boundary detection in WSNs. The whole sensor field is first divided into four 

quadrants and each quadrant is then recursively divided into 4 sub-quadrants of equal size until 

some maximum resolution is reached. Then cluster formation occurs. Each of the sensor nodes 

in the sub-quadrant is then responsible for transmitting their original measurements to their 

sub-quadrant cluster head. The cluster head is then responsible for computing the average and 

other statistical methods before transmitting its estimates regarding the sub region to the 

cluster head up in the hierarchy. A quad tree is used for representing this hierarchical structure. 

The cluster head on the higher level then performs some further processing in order to 

determine the sub-partition that provides an approximation to the boundary. The algorithm 

does not involve any mechanism for detection of noise. However, since the average of the 
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measurements is used instead of the original measurements, there is suppression of noise to 

some extent. This scheme considers the topology as well as the locations of sensor nodes. 

Under this scheme, upper bounds are set on the Mean Square Error (MSE) of the estimator 

based on the smoothness of the curve. The authors concentrate on the trade-off between the 

MSE and the communication cost as a function of node density. The MSE increases with an 

increase in node density.  

Liao et. al. proposed a Non-uniform distribution Self-Organization Overlapping 

Algorithm for Clustering  (Nu-SOAC) for boundary detection of WSN and event geometry 

[36]. Cluster formation occurs based on energy and connection density information. Event 

nodes compute a weight based on energy and connection density information received from 

event neighbors. Nodes with highest weight in k-hop neighborhood are elected as cluster heads. 

These cluster heads are responsible for cluster formation by sending the join request to k-hop 

neighbors. Nodes accept the request from the cluster head with higher weight. After the 

formation of clusters, the boundary nodes of the clusters are identified. The nodes that are part 

of the overlapping clusters then help in fusing clusters boundaries to compute the boundary of 

the event region. This work does not consider the scenarios where there are one or more holes 

or multi-element event geometries.  

Jaffer et al. [37] used an autonomous agent based approach for event boundary 

detection in WSNs. The main objective of this work is to reduce the communication cost by 

improving transmission efficiency. Initially, event nodes generate agents based on a preset 

threshold value. The node with the agent requests a response from non-event neighboring 

nodes. The agent makes a decision about the selection of the next boundary node on receiving 

the response from its neighbors. On finding the first boundary node, the agent generates a child 

agent. Both the agent and the child agent then start moving around the boundary in the 

opposite directions until they meet. An agent stores the boundary nodes that it visits in its 

boundary stack. The threshold value used for generation of an agent is not constant and is 

dependent on the phenomenon size. This scheme only considers the topology of the sensor 

nodes deployed in the field. According to the experimental results, the scheme performs well 

for networks with high node density. Furthermore, the efficiency of the algorithm increases as 

an inverse function of the event region radius. No discussion is provided regarding the stack 

size of the agent used to keep boundary-related information, on the cost associated with agent 

movement from one node to another and additional communication cost overhead due to 

multiple agent’s production.  

Table 3.  Boundary detection schemes based on topological techniques 

 Communication Adjustment to Adjustment  Trade-off Accuracy 

 Cost Network 
Characteristics 

to Sensing 
Error 

vs Cost 

Topology-

based 

scheme 

[34] 

Communication is 

required to compute 

short path tree in 

WSN, and to compute 

the short distance from 

the boundary of the 

hole towards the 

boundary of WSN. 

Additional cost is 

involved in terms of 

refining holes 

boundary and WSN 

Works with the 

following 

assumptions: (i) 

There exists a hole 

in WSN, and (ii) 

Minimum size of the 

hole is known. 

 

No 

mechanism 

The scheme presented work 

only with scenarios where 

network contains one or more 

holes. The scheme requires 

average node degree of at least 

7.  The performance is tested 

with scenario's where WSN is 

rectangular in shape and holes 

inside WSN elliptical/circular  

shape. Accuracy compared to  

true boundary is not discussed. 
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boundary information.  

Cluster- 

based 

scheme 

[35] 

Each Ssi  , 

transmits sensed 

measurement to 

))(( 1 isN . 

Construction and 

maintenance of 

Quad-tree and clusters.  

Information 

transmission by nodes 

towards cluster heads 

and by cluster heads 

towards their heads up 

in the hierarchy. 

Upper bounds are 

set on the MSE of 

the estimator based 

on the smoothness 

of the curve.  

For recursive 
distribution of WSN 

field maximum limit 
is required. error to some extent. 

 

 

No specific 

mechanism. 

The cluster 

heads 

computes 

average 

which results 

in 

suppression 

of error to 

some extent. 

The scheme provides better 

accuracy for low and medium 

density networks but at the cost 

of complex regularization of the 

hierarchical tree-based estim- 

ation method. The  assumption 

is nodes are uniformly 

deployed. It is based on a 

hierarchical polling  which 

implies high cost in terms of 

cluster formation, head select- 

ion, its maintenance, as well as 

long transmission distances.  

Nu-SOAC 

[36]      

 

Each Ssi  , 

transmits energy, 

connection density 

information to 

))(( 1 isN . 

Additional commun- 

ication cost is involved 

in cluster formation 

and clusters boundary 

fusion 

Works with the 

following 

assumptions: (i) 

Channels and sensor 

are faultless, and (ii) 

All nodes are having 

similar 

communication  
range. 

 

No 

mechanism 

High overhead due to cluster 

formation and maintenance. For 

higher accuracy of the scheme, 

information is required from 

2-hop neighborhood. The 

experimental section does not 

discuss the accuracy compared 

to true boundary. Performance 

is tested with event region 

rectangular in shape. 

Agent- 

based 

scheme 

[37] 

The node on which 

agent resides polls 

neighboring nodes 

requesting response 

from event nodes.  In 

addition, communic- 

ation  cost is involved 

related to movement of 

agent from one node to 

other. 

Selection of correct 

threshold value is 

critical.  Selection of 

which depends on 

size of the event 

region.  The value is 

used to control the 

number of agents to 

be generated. 

No 

mechanism 

The scheme might result in high 

overhead due to generation of 

multi-agents. Performance is 

found highly suspectable both 

in terms of accuracy and false 

positives in case of network 

with low density. Efficiency of 

the algorithm increases with the 

increase in circumference of 

event-region. 

Image processing is usually dependent on information from large neighborhood for 

computing pixel value. In WSN applications, this might not be possible because of the 

following reasons: (i) limited neighborhood (reasons include low density network, 

arbitrary/random deployment, or lossy communication links, hardware problems etc.,), and 

(ii) information gathering from large neighborhood is expensive. These schemes perform well 

in scenarios with location information, high node density, low communication range and 

uniformly deployed networks with less or no noise. 

 Schemes using topological techniques make use of connectivity information and do not 

require knowledge about node locations. Most of these schemes require the nodes to be 

organized into network wide structures like trees or clusters involving additional costs. 

Schemes using topological techniques work well with low and medium size networks having 

no or low noise. The schemes based on geometrical techniques require location information 

and works efficiently with medium to large size networks having no or moderate noise as 

compared to schemes based on image processing and topological techniques.  
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4. Future Research Scopes and Open Issues 

The spectrum of applications for WSNs spans multiple domains. In environmental 

sciences, in particular, they are becoming an essential technology for monitoring natural 

environment and for modeling the dynamic behavior of transient physical phenomena over 

space. The distributed detection of event region is not only useful for agriculture monitoring 

but can also be applied to other environmental scenarios as well. Examples include, removing 

a pollutant plume, fire fighting or performing a rescue action after an earthquake.  

In existing literature, the proposed boundary detection schemes have been tested with 

event regions with Platonic (such as circles, squares and ellipses) shapes instead of 

considering a realistic shape (i.e., with irregular/jagged) that occurs in nature (e.g., consists of 

events reported in [38, 39]). In addition, most of the techniques have not been tested using real 

sensor hardware or simulators/emulators available for WSN. This acts as a major hindrance in 

taking an informative decision.   

There is a dearth of literature related to efficiently transmitting boundary information of 

event region out of network. The event region may comprise of either a single-element or 

multiple-elements. In addition, such multiple-element geometries may also encompass regions 

that are not part of the region, for example, region with a hole in the middle. Monitoring and 

tracking multiple event geometries over time is a much more complicated task. To handle such 

situations, an energy-efficient aggregation strategy is required (to efficiently transmit 

boundary information to the gateway) that not only accounts for the transient nature of the 

physical phenomena but also for the fact that such event geometries might move in 

intersecting/overlapping patterns. In addition to this, some applications require the results to 

be produced in near real time.   

In recent research, Sensor Network Query Processors (SNQP's) have been 

demonstrated to be an effective and efficient means of interacting with a sensor network in 

data collection tasks [8, 40]. SNQP's allow for energy-efficient in-network evaluation of 

declarative data analysis queries. Thus spatial analysis over sensor networks can be built on 

established in-network distributed query processing techniques. However, the emphasis 

should be to concentrate more on the spatial aspects of the data that are not adequately 

addressed in existing SNQPs. Such spatial SNQP's will allow the farmer to pose declarative 

spatial queries and get fine-grained results out of the network. 

 For performing in-network spatial analysis, the spatial queries that are of interest to a 

farmer can be divided in to three categories: (1) finding topological relationships; (2) deriving 

new geometries; and (3) computing the spatial features of the geometries including Area , 

Perimeter  etc. Topological relationships (like AreaInside , intDisjo , Intersects ) yield a 

Boolean decision to signify if a certain relationship holds between two spatial objects in space 

or not. In our agriculture monitoring example scenario, the farmer might be interested in 

knowing the existence of a topological relationship (whether M  tsInter sec  5f  in a vineyard 

in Figure 1(b)) to take certain decisions. For example, to remove leaves and expose grapes to 

more sunshine, or to change the schedule for using pesticides.   

Apart from reducing network traffic and increasing network longevity, in-network 

evaluation of such topological relationship queries allows sending only fine-grained results 

(i.e., Boolean result) out of network to the user.  In-network computation of topological 

relationships requires the availability of event and application-specific geometries inside the 

network (including information about its boundary, interior and exterior) along with the 

definition of distributed spatial algebra and implementation of topological operators 

algorithms. Since the nodes in a WSN and the communication edges formed by them map 
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naturally to a finite set of points and a finite set of line segments respectively, an algebraic 

approach to spatial analysis is intuitively possible. In-network evaluation of spatial-valued 

operators (such as Plus , Minus , tionInter sec ) also requires information about geometries 

to derive new geometries (e.g., M  tionInter sec  5f ). This highlights the importance of 

in-network distributed boundary detection algorithms. These algorithms provide the 

informati/[ 

‘[on needed for the higher-level tasks such as derivation of geometries and topological 

relationships. From the aforementioned examples, it can be seen that the detection of event 

region boundary is the first step towards distributed in-network spatial analysis.   

For computing topological relationships, clear and crisp boundary detection of the event 

regions is required [40, 41, 42]. Achieving ideal boundary is difficult in sensor networks. Most 

of the existing techniques do not put emphasis on the efficiency of the proposed technique in 

terms of boundary thickness. Boundary thickness occurs due to detection of fraction of sensor 

nodes as boundary sensors that are not part of the true boundary. As mentioned earlier in 

Section 3, two types of errors contribute to boundary thickness. Only few schemes (like [29]) 

have proposed approaches for controlling the thickness of the boundary during the detection 

process.  

In [44], the authors propose logical neighborhoods for sensor nodes. For example, a 

logical neighborhood of a node is defined as nodes where temperature is higher than a certain 

threshold and that are at a maximum of 5-hops away. In such scenarios, a scheme can be 

designed where the boundary nodes of each element are responsible for keeping distance 

information to other elements. Such a scheme will be efficient because it will limit the amount 

of broadcast by suppressing the logical neighborhood creation requests from interior nodes of 

the region-element. The reason is under this scheme, boundary nodes keep distance 

information to other elements.  True boundary detection will allow the nodes in the WSN to 

maintain and access information about logical neighborhood at a much lower cost. It will also 

allow efficient computation of other features including distance between two or more 

elements and perimeter of the region.  

This discussion shows that there is a need for more sophisticated in-network event and 

boundary detection techniques. Energy efficiency and crisp edges are key requirements for 

such techniques to be useful for distributed spatial analysis in wireless sensor networks.  

5. Conclusions 

This paper highlighted some of the major challenges that are associated with the precise 

estimation of boundaries of event regions over wireless sensor networks. It also presented a 

survey of the research on event boundary detection algorithms that help in identification of 

event regions, which is a basic building block of many spatial queries. The paper identifies 

new areas where the event region boundary detection can be of significant importance. The 

paper emphasizes that the research community has, not yet adequately addressed the problem 

of designing a general-purpose in-network distributed spatial query processor able to handle 

spatial queries. Some work has been done for in-network distributed boundary detection and 

spatial analysis, but there is still significant unexplored research space in this field. 
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Figure 1(a):Fields (f1-f10) with event           (b) Example WSN over Figure 1(a)  

Geometries in a vineyard 

        

Figure 2(a):Event Geometry                         (b) Sensed Event Geometry 
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