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Abstract—All the imputation techniques proposed so far in literature for data imputation are 

offline techniques as they require a number of iterations to learn the characteristics of data 

during training and they also consume a lot of computational time. Hence, these techniques 

are not suitable for applications that require the imputation to be performed on demand and 

near real-time. The paper proposes a computational intelligence based architecture for online 

data imputation and extended versions of an existing offline data imputation method as well. 

The proposed online imputation technique has 2 stages. In stage 1, Evolving Clustering 

Method (ECM) is used to replace the missing values with cluster centers, as part of the local 

learning strategy. Stage 2 refines the resultant approximate values using a General Regression 

Neural Network (GRNN) as part of the global approximation strategy. We also propose 

extended versions of an existing offline imputation technique. The offline imputation 

techniques employ K-Means or K-Medoids and Multi Layer Perceptron (MLP) or GRNN in 

Stage-1 and Stage-2 respectively. Several experiments were conducted on 8 benchmark 

datasets and 4 bank related datasets to assess the effectiveness of the proposed online and 

offline imputation techniques. In terms of Mean Absolute Percentage Error (MAPE), the results 

indicate that the difference between the proposed best offline imputation method viz., K-

Medoids+GRNN and the proposed online imputation method viz., ECM+GRNN is statistically 

insignificant at a 1% level of significance. Consequently, the proposed online technique, being 

less expensive and faster, can be employed for imputation instead of the existing and 

proposed offline imputation techniques. This is the significant outcome of the study. 

Furthermore, GRNN in stage-2 uniformly reduced MAPE values in both offline and online 

imputation methods on all datasets. 

 

Keywords—Data Imputation, General Regression Neural Network (GRNN), Evolving Clustering 

Method (ECM), Imputation, K-Medoids clustering, K-Means clustering, MLP  
 

 

 

 

1. INTRODUCTION 

Missing data is observed in almost all of the real world datasets. Missing values result in less ef-

ficient estimates because of sample bias and reduced sample sizes. Most data mining algorithms 

cannot work with incomplete datasets. For analyzing the available data, its completeness and 

quality play a major role, because the inferences made from complete data are more accurate 

and reliable than those made from incomplete data [1]. Hence, missing values are to be imputed 
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before performing any further analysis on the data. In statistics, imputation is the substitution of 

some value for a missing data point or a missing component of a data point. Once all of the 

missing values have been imputed, the dataset can then be analyzed using standard techniques 

for complete data. Data imputation seeks to improve the quality of the data and to make the data 

more reliable for mining purposes.  

Datasets with incomplete observations are broadly experienced in almost all of the areas of re-

search. Many reasons may lead to why data is missing. In surveys, data may be missing due to 

procedural factors such as errors in data entry, disclosure restrictions, failure to complete the 

entire questionnaire and when the response does not apply for an induvidual (e.g., questions 

regarding the years of marriage for a respondent who has never been married).  In the geosci-

ences, data items in the observational data sets may be missing altogether, or they may be im-

precise in one way or another [15].Practical observations are often incomplete because of 

equipment malfunctioning, outliers, or incorrect data entry. In environmental research, data may 

be missing due to faults in data acquisition. Speech samples that are corrupted by very high lev-

els of noise are considered to be missing data in automatic speech recognition [7]. Incomplete 

data may also appear in business and financial applications. In biological research with DNA 

microarrays, gene data may be missing due to reasons such as a there being a scratch on the 

slide containing the gene sample and contaminated samples [38]. Missing data can also occur as 

a result of dropouts. For example, when an experiment is run on a group of individuals over a 

period of time as in clinical studies. According to Roth et al. [30], missing data has two major 

negative effects. First, it has a negative impact on statistical power. Second, missing data may 

result in biased estimates in several ways. Missing data biases the measures of central tendency 

upward or downward depending upon where in the distribution they appear. The measures of 

dispersion may also be affected depending upon which part of distribution has missing data. 

Missing data may result in biased correlation coefficients [23]. 

According to Little and Rubin [20], missing data is categorized into 3 categories: (i) Missing 

Completely At Random (MCAR), (ii) Missing At Random (MAR) and (iii) Not Missing At Random 

(NMAR). MCAR occurs if the probability of missing value on some variable X is independent of 

the variable itself and on the values of any other variables in the dataset. For example, if the 

gender of a customer is missed in the customer’s database then it does not depend on the any 

other variable in the database. Possible reasons for MCAR include manual data entry procedure, 

incorrect measurements, equipment error, changes in experimental design etc. MAR occurs 

when the probability of missing data on a particular variable (i.e., income level) depends on 

other variables (i.e., profession) in the database but not the variable itself. NMAR occurs when 

the probability of missing data on a particular variable depends on the variable itself. For in-

stance, if citizens did not participate in a survey, then NMAR occurs. MCAR and MAR data are 

recoverable, whereas NMAR is irrecoverable. 

Data imputation techniques are categorized into deletion, imputation, model-based and ma-

chine learning or computational intelligent or soft computing procedures. The machine learning 

based methods include SOM [26], K-Nearest Neighbor [4], MLP [13], Fuzzy-neural network [11], 

Auto-Associative Neural Network (AANN) imputation with genetic algorithms [1] etc. All the 

methods mentioned above require a lot of iterations to learn the characteristics of the data. As 

such, these methods are termed as being offline techniques for data imputation.  

In this paper, we propose a novel, online, two stage imputation technique. Recently, Ankaiah 

and Ravi [2] employed a soft computing hybrid for data imputation. In this paper, we extend 
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their work and we also propose other offline hybrid imputation methods. The work presented 

here is different from that of Ankaiah and Ravi [2] in that we employed: (i) the Evolving Cluster-

ing Method (ECM) which is a fast, one-pass algorithm for a dynamic estimation of the number of 

clusters in a dataset for clustering in Stage-1; (ii) the General Regression Neural Network (GRNN) 

instead of Multi Layer Perceptron (MLP) that they used ; and (iii) offline methods, such as K-

Medoids for clustering instead of K-Means which they used. We used GRNN because unlike MLP, 

GRNN is a one pass algorithm and it can outperform other methods even with sparse number of 

points. The most interesting aspect of the present work is that ECM and GRNN are one pass 

learning algorithms. Hence, they are employed for performing online data imputation.  K-Means 

is replaced by K-Medoids because the former has the following disadvantage: it is sensitive to 

noise and outlier data points, as a small number of this type of data can substantially influence 

the mean value. The performance of the proposed imputation techniques is compared with a 

least squares approximation method viz., Iterative Majorization Least Squares (IMLS) algorithm 

and a nearest neighbor based hybrid data imputation algorithm viz., IMLS-NN-IMLS (INI) [39] [40]. 

The remainder of this paper is organized as follows: a brief review of the literature on imputa-

tion of missing data is presented in Section 2. A brief overview of the techniques used in this 

paper for online and offline imputation is presented in Section 3. The proposed online and of-

fline methods are presented in Section 4. Experimental setup is described in Section 5. Results 

and discussions are presented in Section 6, followed by conclusions in Section 7. 

 

 

2. OVERVIEW OF TECHNIQUES USED 

2.1 Online Evolving Clustering Method (ECM)  

The online ECM proposed by Kasabov and Song [17] is a fast, one-pass algorithm for a dynam-

ic estimation of the number of clusters in a dataset and for finding their current centers in an 

input data space. It is a distance based connectionist clustering method. ECM is based on the 

concept of dynamically adding and modifying the clusters as new data is presented to the ECM 

algorithm, where the modification to the clusters affects both the position of the clusters and the 

size of the cluster in terms of a radius parameter associated with each cluster that determines the 

boundaries of that cluster. ECM has only one parameter, which drives the addition of clusters, 

known as the distance threshold Dthr. The ECM algorithm is described as follows:  

 

1. Create the first cluster center C1 by simply taking the first example X1. 

2. For all the subsequent vectors Xk do the following  

2.1 Calculate the distance Dkj between Xk and existing cluster centers Cj where j= 1 to n 

2.2 Find Dmin = min Dkj, j = 1 to n 

2.3 If Dmin is less than the radius of any of the already created clusters Rj, j = 1 to n then 

2.3.1 Add to Xk the nearest cluster 

Else 

2.3.1 Find a cluster center Ct with a minimum Skj where Skj = Dkj+Rj, j = 1 to n  

2.3.2 If Skt > 2*Dthr then 

2.3.2.1 Create a new cluster with cluster center as Xk 
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Else Update the cluster Ct as follows 

 

2.3.2.1  =  

2.3.2.2 the new center  is located at the point on the line that connects  Xk 

the and Ct, and the distance from the new center  to the point is 

equal to  . 

 

2.2 K-Means clustering 

Cluster analysis or clustering is the task of assigning a set of objects into groups (called clus-

ters) so that the objects in the same cluster are more similar (in some sense or another) to each 

other than to those in other clusters. The K-Means clustering [22] method takes the input parame-

ter k, and partitions a set of n objects into k clusters such that the intra-cluster similarity is high 

but the inter-cluster similarity is low. The K-Means algorithm works as follows: first, it randomly 

selects k objects, each of which initially represents a cluster mean or center. For each of the re-

maining objects, an object is assigned to the cluster to which it is most similar, based on the dis-

tance between the object and the cluster mean. It then computes the new mean for each cluster 

[14]. The process iterates until the criterion function converges. Generally the square-error crite-

rion is used as a convergence function, which is defined as 

 

                                                                             (1)  

 

p is the point in space representing a given object in cluster Cj and mi is the representative object 

of  cluster Ci.  

 

2.3 K-Medoids clustering 

The K-Medoids clustering method takes the actual objects to represent the clusters instead of 

taking the mean value of the objects in a cluster as the reference point. Each remaining object is 

clustered with the representative object to which it is most similar. The partitioning method is 

then performed based on the principle of minimizing the sum of the dissimilarities between each 

object and its corresponding reference point. That is, an error criterion is defined as follows: 

 
                                                         (2) 

 

Where E is the sum of the absolute error for all objects in the data set; p is the point in space 

that represents a given object in a cluster Cj and oj is the representative object of Cj. The K-

Medoids method iterates until, each representative object is actually the medoid [14]. 

 

2.4 Multi Layer Perceptron (MLP) 

Since MLP is too popular to be described here, we go ahead with explaining the GRNN. The 

reader can refer to Rumlhart et al. [31] for a detailed description of MLP. 

 

2.5 General Regression Neural Network (GRNN) 

The General Regression Neural Network (GRNN) was originally proposed and developed by 
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Specht [37]. This class of network paradigm has the distinctive features of learning swiftly, work-

ing with a simple and straight forward training algorithm, and being discriminative against infre-

quent outliers and erroneous observations. As its name implies, GRNN is capable of approximat-

ing any arbitrary function from historical data. In GRNN, each training sample is operated as a 

kernel during the training process. The regression surface is established by using the Parzen 

window estimator. The estimation of GRNN is based on non-parametric regression analysis to 

create the best fit for the observed data. As such, GRNN does not require prior knowledge of the 

regression function.  

The regression of a dependent variable, Y, on an independent variable, X, is the computation 

of the most probable value of Y for each value of X based on a finite number of possibly noisy 

measurements of X and the associated values of Y. The variables X and Y are usually vectors. In 

order to implement system identification, it is usually necessary to assume some functional form. 

In the case of linear regression, for example, the output Y is assumed to be a linear function of 

the input, and the unknown parameters, ai, are linear coefficients. The method does not need to 

assume a specific functional form. A Euclidean distance ( ) is estimated between an input vec-

tor and the weights, which are then rescaled by the spreading factor. The radial basis output is 

then the exponential of the negatively weighted distance. The GRNN equation can be written as: 

 

                                                   (3) 

 

                                                  (4) 

 

Where, σ is the Smoothing Factor (SF). 

 

 
Fig. 1. Schematic diagram of GRNN architecture 
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The estimate Y(X) can be visualized as a weighted average of all of the observed values, Y
i
, 

where each observed value is weighted exponentially according to its Euclidian distance from X. 

Y(X) is simply the sum of Gaussian distributions that are centered at each training sample. The 

topology of GRNN developed by Specht [37] is shown in Figure 1. It consists of the following 

four layers: the input layer, the pattern layer, the summation layer and the output layer. The 

input layer contains input units that are merely distributed units, which provide all of measure-

ment variables to all the neurons in the second layer, which is the pattern layer. The pattern unit 

is dedicated to one cluster center. When a new vector is entered into the network, it is subtract-

ed from the stored vector that represents each cluster center. Either the squares or the absolute 

values of the differences are summed and are fed into a nonlinear activation function. The activa-

tion function normally used is the exponential. The pattern unit outputs are passed onto summa-

tion units. The summation units perform a dot product between a weight vector and a vector 

composed of the signals from the pattern units. It includes two units. One is the denominator 

summation unit, and the other is the numerator summation unit. The first unit adds up the 

weight values coming from each of the hidden neurons. The numerator summation unit adds up 

the weight values that are multiplied by the actual target value for each hidden neuron. The out-

put layer generates the desired estimation of output, denoted by Y(X). It divides the value accu-

mulated in the numerator summation unit by the value in the denominator summation unit, and 

uses the result as the estimated value.  

 

 

3. REVIEW OF DATA IMPUTATION TECHNIQUES 

Missing data handling methods can be broadly classified into four categories [18]: (a) deletion, 

(b) imputation (c) modeling the distribution of missing data and then estimating them based on 

certain parameters and (d) machine learning methods. Each of these techniques is discussed 

below. 
 

3.1 Deletion procedures 

The deletion techniques simply delete the cases that contain missing data. Deletion procedures 

are generally easy to carry out and may be a good choice for datasets with small amounts of 

missing data.  This approach has two forms: (i) Listwise deletion which omits the cases or in-

stances containing missing values. This method may lead to serious biases when there are a large 

number of missing values and if the original dataset is too small. (ii) Pairwise deletion which 

considers each feature separately. For each feature, all recorded values in each observation are 

considered and missing data are ignored. It is good when the overall sample size is small or 

when the number of missing data observations are large [36].  

 
3.2 Imputation procedures 

In imputation based procedures the missing values are filled-in and the resulting complete data 

is used for further analysis. The advantages of these procedures are the retention of the sample 

size and statistical power in subsequent analysis. The simplest and earliest method of imputation 

is the mean imputation. The mean imputation replaces the missing value of a variable with the 

average of all the remaining records of that variable [20]. The disadvantage is that it leads to an  
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underestimation of the population variance and it ignores the correlations between variables. 

When the variables are correlated, data imputation can be done with regression imputation. In 

regression imputation the missing variables in a record are replaced by the predicted values on 

the regression for the known variables for that record. The disadvantage of regression imputation 

is that it assumes a linear relationship between the predictors and the missing variable. Hot and 

cold deck imputation replaces the missing variable or attribute in an incomplete observation with 

the corresponding variable or attribute of the closest complete observation [33]. The drawback of 

hot deck imputation is that the estimation of missing data is based on single complete vector and 

thus it ignores the global properties of the dataset. The drawback of cold deck imputation is that 

missing values are replaced with the different dataset values [20].In the multiple imputation pro-

cedure, the missing data is filled in M times to yield M complete datasets. The M complete da-

tasets are analyzed and the results from the datasets are combined for inference [12].  

 
3.3 Model-based procedures 

Maximum likelihood is one of the model-based procedures. The maximum likelihood ap-

proach to analyzing missing data assumes that the observed data is a sample drawn from a mul-

tivariate normal distribution [8]. The parameters are estimated by available data and then missing 

values are determined based on the estimated parameters. The expectation maximization algo-

rithm is an iterative process [19]. The first iteration estimates missing data and then it estimates 

the parameters using maximum likelihood. The second iteration re-estimates the missing data 

based on new parameters then recalculates the new parameter estimates based on actual and re-

estimated missing data [20]. 

 

3.4 Machine learning methods 

In K-Nearest Neighbor (K-NN) approach the missing values are replaced by their nearest 

neighbors. The nearest neighbors are selected from the complete cases which minimize the dis-

tance function. For numerical variables the mean of K neighbours is used to replace the missing 

value, whereas for categorical variables the mode of K neighbors is used to replace the missing 

value. Jerez et al. [16] used K-NN for breast cancer prognosis. Batista and Monard [4][5] also used 

K-NN for missing data imputation. Liu and Zhang[21] developed a mutual K-NN algorithm for 

classifying incomplete and noisy data. Samad and Harp [32] implemented the SOM approach for 

handling the missing data. Austin and Escobar [3] used Monte Carlo simulations to examine the 

performance of three Bayesian methods that imputed missing data by placing a simple prior 

distribution upon the variable that was subject to being missing. In the neural network approach, 

MLP should be trained as a regression model by using the complete cases and by choosing one 

variable as a target each time. By using the appropriate MLP model, each incomplete pattern 

value is predicted. Several researchers Sharpe and Solly [34], Nordbotten [28], Gupta and Lam [13], 

Yoon and Lee [41], Ramirez et al. [35] and Nkuna and Odiyo [27] used MLP for missing data im-

putation. In Auto-Associative Neural Network (AANN) imputation, the network is trained to pre-

dict the inputs by taking same input variable as a target [24] [25]. Ragel and Cremilleux [29] pro-

posed a missing value completion method. This method extends the concept of the Robust As-

sociation Rules Algorithm (RAR) for databases with multiple missing values. Chen et.al, [6] em-

ployed a selective Bayes classifier to classify incomplete data with a simpler formula for compu-

ting the gain ratio. Nouvo [9] employed fuzzy a c-means for data  
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Table 1. Techniques for Data Imputation 

TECHNIQUE DESCRIPTION 

DELETION PROCEDURES 

Listwise Deletion [20] Eliminates all the instances with missing values.  

Pairwise Deletion [20] 
Analysis with all cases in which the variables of interest are pre-
sent. 

IMPUTATION PROCEDURES 

Hot-deck Imputation [33] 
Replaces the missing data with values from a similar complete data 
vector.  

Mean Imputation [20] The missing value is replaced by the mean. 

Multiple Imputation [20] 
Replaces each missing value with a set of plausible ones that rep-
resent uncertainty about the right value to impute.  

Regression Imputation [20] 
Estimates the relationships among the variables and then uses 
coefficients to estimate the missing values.  

MODEL BASED PROCEDURES 

Expectation  Maximization [20] 
An iterative procedure that continues until there is a convergence 
in parameter estimates.  

MACHINE LEARNING METHODS 

Genetic algorithms and neural networks [24][25] 
A genetic algorithm is used to minimize an error function derived 
from an AANN.  

Imputation with K-Nearest Neighbors [4] 
K-Nearest Neighbors are selected from completed cases. The 
replacement value depends on type of data: the mode can be used 
for discrete data and mean for continuous data.  

Imputation using a soft computing hybrid [2] 
A two stage imputation technique where K-Means and MLP are 
used for imputation in Stage-1 and Stage-2 respectively.  

Missing Value Completion(MVC) method [29] 
This method extends the concept of the Robust Association Rules 
Algorithm (RAR) for databases with multiple missing values. 

MLP Imputation [13][28][34] 
MLP is trained using only the complete cases as a regression mod-
el by taking an incomplete variable as a target and the remaining 
variables as input.  

SOM Imputation [32] 
The value to be imputed is computed based on the activation 
group of nodes in the missing dimensions.  

 

imputation. Elshorbagy et al. [10] employed the principles of the chaos theory to estimate the 

missing stream flow data. Various imputation techniques appeared in literature for data imputa-

tion is presented in Table 1. 

 

 

4. PROPOSED ONLINE AND OFFLINE IMPUTATION TECHNIQUES 

4.1 Architecture of the proposed online imputation technique  

The architecture of the proposed online imputation technique is shown in Figure 2. The pro-

posed online imputation technique is a 2-stage imputation technique. The problem with K-

Means and K-Medoids is that the number of clusters to be formed must be specified beforehand 

and a number of iterations are required for convergence. For an online imputation technique a 

fast one pass algorithm must be used in Stage-1 and Stage-2. So ECM and GRNN, which are fast 

one pass learning algorithms, are employed in Stage-1 and Stage-2 respectively. A complete rec-
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ord is a record for which all the attribute values are observed.  A record that contains missing 

values in one or more attributes is an incomplete record. Let XD and p denote the given dataset 

and the number of attributes respectively. Let XCR denote the complete records and XIN denote 

incomplete records. Let Ω denote the set of attributes or variables containing missing values. The 

proposed online imputation technique is described as follows 

1. Separate the complete records, XCR and the incomplete records, XIN in XD. 

2. Cluster the complete records XCR with online ECM. 

3. For each incomplete record Xt ∈XIN  

    For each cluster center Cj 

▪ Measure the distance dj, between the complete components of an incomplete record and 

cluster centers obtained from Step-2. 

▪  

Here dj is the distance between complete components t
th
 (the observed values of an in-

complete record) incomplete record and j
th
 cluster center (attribute values correspond-

ing to observed values of an incomplete record). Xt is the t
th
 incomplete record. Cj is the 

j
th
 cluster center.  indicates the Euclidean distance. 

▪ Find the smallest dj, i.e the cluster center Cj closest to the incomplete record Xt . 

▪ Replace the missing values in Xt with nearest cluster center. 

4. For each variable k  

 If k ∈ Ω (if variable k contains missing values), then 

Ⅰ. Select the records containing missing values in the variable k (i.e., Xk from the set of in-

complete records XIN.) 

Ⅱ. If the records in Xk contain missing values in variables other than k, use the estimations 

from step 3 (imputed values from Stage-1) to fill those missing values. 

Ⅲ. Train GRNN with the complete records XCR, by considering the variable ‘k’ as predictor 

(output) and all other variables as input. 

Ⅳ. Employ the GRNN trained in step III to obtain the predictions for Xk, which in other 

words, are the refinements. 

 
Fig. 2. Architecture of the proposed 2-stage imputation 
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Fig. 3. Detailed architecture of proposed imputation techniques. 

 

4.2 Architecture of the proposed offline imputation technique  

The architecture of the proposed offline imputation technique is shown in Figure 2. The archi-

tecture is similar to that of the online imputation. K-Means/K-Medoids is employed for imputa-

tion in Stage-1. MLP/GRNN is applied for imputation in Stage-2. The detailed architecture of the 

proposed online and offline imputation techniques is described in Figure 3. 

 

 

5. EXPERIMENTAL DESIGN 

The effectiveness of the proposed method for data imputation has been tested on 8 bench-

mark and 4 banking datasets. All of the datasets are taken from UCI Machine learning repository. 

None of the datasets that have been considered for the experimentation have missing values. 

Hence, we conducted the experiments by randomly deleting some values from the original da-

tasets. First, every dataset was divided into 10 folds and 9 folds were used for training and the 

tenth one was left out for testing. From the i
th
 test fold, 10% of the values (cells) are deleted ran-

domly. We ensured that at least one cell from every record was deleted. The 12 resulting dataset 

combinations of training and test sets were analyzed by 5 offline imputation techniques  viz., 

ECM+GRNN, K-Means+MLP, K-Means+GRNN, K-Medoids+MLP and K-Medoids+GRNN. Thus, 

600 models in all were constructed from the training sets and the accuracy of each one was 

measured by the  Mean Absolute Percentage Error (MAPE) on the test set, where imputation took 

place in 2 stages. In the Stage-1 of data imputation K-Means/K-Medoids clustering was per-

formed by using only the complete set of records (training data comprising of 9 folds). The 

number of clusters (K) in K-Means and K-Medoids were chosen by a systematic procedure. The 

number of clusters obtained by each of the methods for all datasets is presented in Table 2. 
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Table 2. - Number of clusters (K) formed for different datasets 

NUMBER OF CLUSTERS 

DATASET K-MEANS K-MEDOIDS 

Boston Housing 3 3 

Forest Fires 2 3 

Auto MPG 2 4 

Body Fat 2 3 

Wine 3 3 

Prima Indain 2 3 

Iris 3 3 

SpectF 2 4 

UK Credit 2 2 

Spanish 2 4 

Turkish 2 4 

UK Bankruptcy 3 5 

 

In Stage-1, the missing values of incomplete records were replaced by the closest cluster centers. 

Thus, in Stage-1, missing values were replaced by approximate values obtained through local learn-

ing via clustering. In Stage-2, we use MLP/GRNN for approximating the values closest to actual 

values by using the initial estimates from Stage-1. MLP/GRNN is trained as regression models by 

considering the attribute that has missing values as a predictor. For training MLP/GRNN we use data 

of complete records (training data comprising 9 folds). The missing values are predicted by utilizing 

MLP/GRNN that was trained on complete data. While predicting the missing values, we used the 

initial approximations yielded by the K-Means/K-Medoids clustering from Stage-1 as part of test set 

for predicting the target variable if we had more than one missing value in a record. Thus, the pro-

posed imputation techniques involve local learning followed by global approximation. In the 

online imputation, ECM which is a one-pass algorithm for estimating the number of clusters in a 

dataset was employed for clustering in Stage-1. To design a 2-stage online imputation method, 

GRNN was employed in Stage-2 which also employs a one-pass learning algorithm. The effective-

ness of the online imputation method (Online ECM+GRNN) was tested on 12 datasets. The experi-

ments were carried out using 10 fold cross validation for all datasets. 

 

 

6. RESULTS AND DISCUSSION 

We developed the code for ECM, K-Means, K-Medoids, MLP and GRNN in Java in a Windows 

environment on a PC with 2 GB RAM and then later integrated them. We measured the perfor-

mance of the proposed approach by using the Mean Absolute Percentage Error (MAPE) as the 

measure of accuracy. MAPE is defined as  

 

MAPE =                                                         (5) 

 

Where n is the number of missing values in a given dataset.   is the value predicted  (imput-

ed) by the hybrid model for the missing value and xi is the actual value. The average MAPE val-
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ues and standard deviation of MAPE values are computed over 10 fold cross validation experi-

ments on all datasets and are presented in Table 3. 

For online data imputation, the number of clusters obtained by ECM is dictated by a parameter 

known as the distance threshold Dthr. The Dthr value that yields the best reduction in MAPE is 

obtained by conducting several experiments and the least MAPE value thus obtained is tabulated. 

Similarly, GRNN which was employed in Stage-2 has a parameter known as smoothing factor (σ). 

The value of σ that yields the least MAPE is found and the corresponding MAPE is finally tabulat-

ed.  

For offline data imputation, the number of clusters (K) for K-Means/K-Medoids is found by us-

ing a systematic procedure. MLP which was employed in Stage-2 has three parameters viz., the 

number of hidden nodes, the Learning Rate (LR) and the Momentum Rate (MR). The combina-

tion of these parameters that yields the least MAPE is obtained and the corresponding MAPE is 

tabulated. The average and standard deviation of the MAPE values of stage 1 and stage 2 using 

K-Means/K-Medoids in Stage-1 and MLP/GRNN in Stage-2 for different datasets that were used in 

the experiment are presented in Table 3. 

For the Boston housing, dataset the MAPE is reduced from 26.55% to 21.01% by employing 

the K-Means and MLP in Stage-1 and Stage-2 respectively. The value of MAPE is further reduced 

to 19.57% when GRNN is used instead of MLP in Stage-2. A reduction of 2.6% in MAPE is ob-

served when K-Means is replaced by K-Medoids in Stage-1. The MAPE is reduced from 

 
Table 3. Average MAPE values and Standard Deviation (SD) (in parenthesis) values 

DATASET K-MEANS+MLP 
K-

MEDOIDS+MLP 
K-MEANS+GRNN 

K-MEDOIDS 
+GRNN 

ECM+GRNN IMLS-4 INI 

 S -1 S-2 S -1 S-2 S -1 S-2 S -1 S -2 S-1 S-2   

Boston 
Housing 

26.55 
(4.48) 

21.01 
(4.16) 

23.95 
(6.71) 

17.69 
(5.27) 

26.55 
(4.48) 

19.57 
(5.44) 

23.95 
(6.71) 

17.68 
(4.75) 

24.34 
(7.58) 

18.08 
(4.56) 

35.38 
(15.44) 

49.14 
(14.53) 

Forest Fires 
37.58 
(6.12) 

26.61 
(5.23) 

29.17 
(5.69) 

24.46 
(4.64) 

37.58 
(6.12) 

26.21 
(5.05) 

29.17 
(5.69) 

22.97 
(4.09) 

32.74 
(11.5) 

24.38 
(4.57) 

37.07 
(5.78) 

48.26 
(10.62) 

Auto MPG 
35.14 
(7.26) 

23.75 
(4.52) 

30.54 
(7.65) 

20.70 
(4.16) 

35.14 
(7.26) 

20.27 
(3.61) 

30.54 
(7.65) 

16.66 
(3.56) 

20.5 
(3.56) 

17 
(3.56) 

84.53 
(20.93) 

134.74 
(31.83) 

Body Fat 
10.93 
(3.46) 

7.83 
(1.64) 

9.81 
(2.28) 

6.46 
(1.01) 

10.93 
(3.46) 

6.96 
(2.60) 

9.81 
(2.28) 

5.37 
(2.60) 

7.44 
(2.57) 

5.56 
(2.58) 

11.27 
(4.39) 

80.54 
(9.68) 

Wine 
28.84 
(5.42) 

21.58 
(3.87) 

18.54 
(4.53) 

15.73 
(2.82) 

28.84 
(5.42) 

16.21 
(3.56) 

18.54 
(4.53) 

14.75 
(3.58) 

19.33 
(3.18) 

15.61 
(3.58) 

39.31 
(8.74) 

38.97 
(5.97) 

Prima 
Indian 

33.60 
(2.85) 

29.70 
(3.39) 

30.80 
(4.35) 

26.63 
(3.0) 

34.68 
(2.85) 

28.3 
(2.25) 

30.80 
(4.35) 

26.33 
(2.19) 

41.64 
(8.19) 

26.51 
(6.52) 

42.14 
(5.51) 

68.02 
(9.28) 

Iris 
11.91 
(2.68) 

9.41 
(1.97) 

11.47 
(2.64) 

9.17 
(2.12) 

11.91 
(2.68) 

8.79 
(2.79) 

11.47 
(2.64) 

8.04 
(3.0) 

7.59 
(3.1) 

6.30 
(2.84) 

13.90 
(14.78) 

106.23 
(21.06) 

SpectF 
13.48 
(3.19) 

12.14 
(2.68) 

12.38 
(2.87) 

10.65 
(1.41) 

13.48 
(3.19) 

10.61 
(2.11) 

12.38 
(2.87) 

10.22 
(2.0) 

13.11 
(5.96) 

10.35 
(2.72) 

13.90 
(3.56) 

106.23 
(4.5) 

UK Credit 
46.45 
(1.06) 

32.17 
(11.56) 

39.76 
(9.65) 

25.42 
(10.58) 

46.45 
(1.06) 

29.8 
(10.82) 

39.76 
(9.65) 

24.04 
(7.76) 

35.60 
(16.1) 

21.93 
(7.33) 

40.68 
(9.14) 

46.45 
(13.33) 

Spanish  
62.25 

(36.06) 
39.91 

(13.06) 
53.13 

(28.43) 
32.45 
(12.5) 

62.25 
(36.06) 

37.96 
(21.9) 

53.13 
(8.08) 

26.01 
(14.59) 

59.64 
(43.2) 

34.11 
(19.85) 

67.32 
(35.3) 

106.88 
(50.3) 

Turkish  
48.56 

(24.75) 
33.01 

(21.34) 
39.66 

(21.62) 
26.9 

(18.57) 
48.56 

(24.75) 
25.9 

(15.12) 
39.66 

(24.67) 
19.34 

(13.03) 
36.48 
(15.1) 

22.34 
(14.76) 

64.13 
(17.72) 

92.23 
(49.87) 

UK Bank-
ruptcy 

46.39 
(13.56) 

30.96 
(10.58) 

39.28 
(16.09) 

29.69 
(9.63) 

46.39 
(13.56) 

29.06 
(9.94) 

39.28 
(2.59) 

28.39 
(8.76) 

42.85 
(24.1) 

29.07 
(10.12) 

204.18 
(106.9) 

279.42 
(136.1) 
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23.95% to 17.69% by using K-Medoids and MLP in Stage-1 and Stage-2 respectively. The MAPE is 

further reduced to 17.68% when GRNN is used in Stage-2. 

For Forest fires dataset, the MAPE is reduced from 37.58% to 26.61% by using K-Means and 

MLP in Stage-1 and Stage-2 respectively. There is not much reduction in the value of MAPE 

when GRNN is used instead of MLP in Stage-2. A huge reduction of 8.41% in the value of 

MAPE is observed when K-Means is replaced by K-Medoids in Stage-1. The MAPE is reduced 

from 29.17% to 24.46% by using K-Medoids and MLP in Stage-1 and Stage-2 respectively. The 

MAPE is reduced to 22.97% when GRNN is used instead of MLP in Stage-2. 

In regards to the Auto mpg dataset, a reduction of 11.39% (from Stage-1 to Stage-2) in MAPE 

is observed by using K-Means and MLP in Stage-1 and Stage-2 respectively. The MAPE re-

duced from 23.75% to 20.27% by using GRNN instead of MLP in Stage-2. The MAPE reduced 

from 35.14% to 30.54% when K-Means is replaced by K-Medoids in Stage-1. The MAPE re-

duced from 30.54% to 20.70% by using K-Medoids and MLP in Stage-1 and Stage-2 respective-

ly. The MAPE reduced nearly by 14% (from30.54% to 16.66%) when MLP is replaced by GRNN 

in Stage-2. 

A MAPE that is less than 10% is observed for all the proposed imputation techniques with 

the Body fat dataset. The MAPE is reduced from 10.93% in Stage-1 to 7.83% in Stage-2 by us-

ing K-Means and MLP in Stage-1 and Stage-2 respectively. The value of MAPE is reduced from 

7.83% to 6.96%when GRNN is employed instead of MLP in Stage-2. The MAPE is reduced by 

1.12%when K-Medoids is employed instead of K-Means in Stage-1. The MAPE reduced from 

9.81% in Stage-1 to 6.46% in Stage-2 by using K-Medoids and MLP in Stage-1 and Stage-2 re-

spectively. The MAPE is reduced from 6.46% to 5.37% when MLP is replaced by GRNN in 

Stage-2. 

For the Wine dataset, the MAPE is reduced from 28.84% in Stage-1 to 21.58 % in Stage-2 by 

using K-Means and MLP in Stage-1 and Stage-2 respectively. A reduction of 5.37% in MAPE is 

observed by using GRNN in place of MLP in Stage-2. A drastic reduction of 10.3% in MAPE is 

observed when K-Medoids is employed instead of K-Means in Stage-1. The MAPE is reduced 

from 18.54% in Stage-1 to 15.73% in Stage-2 by using K-Medoids and MLP in Stage-1and Stage-

2 respectively. The MAPE is further reduced to 14.75% when GRNN is used in Stage-2. 

For the Prima Indian dataset, the MAPE is reduced from 33.6% to 29.7% by using K-Means 

and MLP in Stage-1 and Stage-2 respectively. The MAPE is further reduced to 28.3% when 

GRNN is used instead of MLP in Stage-2. A reduction of 2.8% in MAPE is observed when K-

Means is replaced by K-Medoids in Stage-1. The value of MAPE is reduced from 30.8% in 

Stage-1 to 26.63 % in Stage-2 by using K-Medoids and MLP in Stage-1 and Stage-2 respectively. 

The MAPE is reduced to 26.33% when GRNN is used in Stage-2. 

For the Iris dataset, the MAPE value is reduced from 11.91% to 9.41 % by using K-Means 

and MLP in Stage-1 and Stage-2 respectively. The MAPE is reduced to 8.79% by using GRNN 

in Stage-2.There is not much reduction in the MAPE value when K-Medoids is used instead of 

K-Means in Stage-1. The MAPE is reduced from 11.47% to 9.17% by using K-Medoids and MLP 

in Stage-1and Stage-2 respectively. The MAPE is reduced to 8.04% when GRNN is used in 

Stage-2. 

For the SpectF dataset, the MAPE is reduced from 13.48% to 12.14% by using K-Means and 

MLP in Stage-1 and Stage-2 respectively. The value of MAPE is reduced to 10.61% when GRNN 

is used instead of MLP in Stage-2. The MAPE is reduced from 12.38% in Stage-1 to 10.65% 

inStage-2 by using K-Medoids and MLP in Stage-1 and Stage-2 respectively. The MAPE is re-
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duced to 10.22% when GRNN is used in Stage-2. 

For the UK Credit dataset a huge reduction of 14.28% (46.45% to 32.17%) in MAPE from 

Stage-1 toStage-2 is observed by using K-means and MLP in Stage-1 and Stage-2 respectively. 

The value of MAPE is reduced from 32.17% to 29.8% when MLP is replaced by GRNN in 

Stage-2. A reduction of 6.69% in MAPE is observed by using K-Medoids instead of K-Means in 

Stage-1. A huge reduction of 14.34% (39.76% to 25.42%) in MAPE is obtained by using K-

Medoids and MLP in satge-1 and Stage-2 respectively. A reduction of 15.72% (39.76% to 

24.04%) in MAPE from Stage-1 to Stage-2 is obtained by using K-Medoids and GRNN in Stage-

1 and Stage-2respectively. 

A massive reduction in the value of MAPE from Stage-1 to Stage-2 is observed for the Span-

ish Bankruptcy dataset. A reduction of 22.34% (62.25% to 39.91%) in MAPE is obtained by 

using K-Means and MLP in Stage-1 and Stage-2 respectively. A reduction of 20.68% (53.13% 

to32.45%), 24.29% (62.25% to 37.96%) is obtained by using K-Medoids and MLP, K-Means and 

GRNN in Stage-1 and Stage-2 respectively. The MAPE is reduced by 27.12% (53.13% to 

26.01%) with K-Medoids and GRNN in Stage-1 and Stage-2 respectively. The MAPE is reduced 

from 62.25% to 53.13% when K-Means is replaced by K-Medoids in Stage-1. 

For the Turkish Bankruptcy dataset a reduction of 15.55% (48.56% to 33.01%) is obtained by 

using K-Means and MLP in Stage-1 and Stage-2 respectively. A reduction of 12.76% (39.66% 

to26.9%), 22.66% (48.56% to 25.9%) is obtained by using K-Medoids and MLP, K-Means and 

GRNN in Stage-1 and Stage-2 respectively. A huge reduction of 20.32% (39.66% to 19.34%) in 

the value of MAPE is obtained by employing K-Medoids and GRNN in Stage-1 and Stage-

2respectively. 

For the UK Bankruptcy dataset, a reduction of 15.43% (46.39% to 30.96%) is obtained by us-

ing K-Means and MLP in Stage-1 and Stage-2 respectively. A reduction of 9.59% (39.28% to 

26.69 %),17.33% (46.39% to 29.06%) is obtained by using K-Medoids and MLP, K-Means and 

GRNN inStage-1 and Stage-2 respectively. The MAPE is reduced from 39.28% to 28.39% by 

using K-Medoids and GRNN in Stage-1 and Stage-2 respectively. 

From the experiments, it is observed that the reduction in MAPE is least when K-Medoids 

and GRNN are employed in Stage-1 and Stage-2 respectively in all datasets. Thus, it is the best 

imputation technique out of all the offline techniques employed here. Furthermore, the pro-

posed offline and online imputation techniques outperform other imputation techniques viz., 

IMLS and INI. The results of the online imputation method, ECM+GRNN, are also presented in 

Table 2. For the Iris and the UK bankruptcy datasets a MAPE of 6.3% and 21.93% is obtained 

by using online imputation technique viz., ECM+GRNN, which is better than the MAPE ob-

tained by using the best offline technique viz., K-Medoid+GRNN. For the Boston housing da-

taset, a MAPE of 18.08% is obtained by using the online imputation which is nearly equal to 

17.68% obtained by using the best offline imputation technique, K-Medoid+GRNN. For Auto 

mpg, Bodyfat, Wine, Pima Indian and SpectF datasets, the MAPE values of 17%, 5.56%, 

15.61%, 26.51% and10.35% respectively are obtained using the online imputation, 

ECM+GRNN. For the Auto mpg ,Body fat, Wine, Pima Indian and SpectF datasets MAPE values 

of 16.66%, 5.37%, 14.75%, 26.33%and 10.22% respectively are yielded by the best offline im-

putation, K-Medoid+GRNN.  

Since the MAPE values obtained by the online imputation technique and the best offline impu-

tation technique are close for the Auto mpg, Body fat, Wine, Pima Indian and SpectF datasets, 

we investigated the statistical significance by performing the t-test at 1% level of significance.  
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Table 4.  t-Test Values for various techniques. 

Technique / Dataset WINE 
AUTO 
MPG 

FOR-
EST 

FIRES 
IRIS 

SPEC-
TF 

BODY 
FAT 

PRIMA 
INDI-
AN 

U K 
CRED-

IT 

SPAN-
ISH 

TURKI-
SH 

US- 
BANK-
RUPT-

CY 

BOS-
TON 
HOU-
SI-NG 

K-Means+MLP vs K-
Means+GRNN 

0.855 1.921 0.794 0.568 1.360 0.901 1.094 0.184 0.243 0.836 0.986 1.726 

K-Means+MLP vs K-
Medoids+MLP 

0.255 1.588 1.618 0.254 1.358 2.253 2.145 0.699 1.304 0.664 0.281 2.526 

K-Means+MLP vs K-
Medoids+GRNN 

1.457 1.805 2.412 1.199 1.415 2.531 2.646 1.099 3.321 0.887 0.592 2.991 

K-Means+GRNN vs 
K-Medoids+MLP 

0.302 0.247 0.807 0.344 0.049 0.565 1.402 0.916 0.690 0.134 0.743 0.660 

K-Means+GRNN vs 
K-Medoids+GRNN 

0.778 0.142 1.575 0.577 0.423 1.363 1.982 1.369 2.236 0.017 0.466 0.926 

K-Means+GRNN vs 
ECM+GRNN 

0.353 2.040 0.847 1.975 0.241 1.203 0.817 1.905 0.412 0.539 0.589 0.768 

K-Medoids+MLP vs 
K-Medoids+GRNN 

0.543 0.116 0.762 0.971 0.553 1.231 0.259 0.332 2.157 0.157 0.316 0.233 

K-Medoids+MLP vs 
ECM+GRNN 

0.081 2.138 0.038 2.556 0.311 1.020 0.053 0.857 0.223 0.615 0.139 0.058 

K-Medoids+GRNN 
vs ECM+GRNN 

0.424 2.195 0.727 1.331 0.119 0.166 0.085 0.624 1.895 0.561 0.162 0.192 

K-Means+MLP vs 
ECM+GRNN 

1.256 3.729 1.662 2.836 1.392 2.347 1.372 1.605 0.772 1.273 0.407 2.869 

 

Thus, the t-test is performed on 10-folds (10 experiments) of all the datasets to see whether the 

difference in performance between offline and online imputation methods is statistically signifi-

cant. The t-test values are presented in Table 4. Since the table value of the t distribution with 18 

degrees of freedom (10+10-2=18) at 1% level of significance is 2.87, the computed t-test values 

for all the datasets indicate that the difference between the online method and the best offline 

method (indicated in bold)  is not statistically significant at 1% level of significance. Furthermore, 

the t-test values (see Table 4) indicate that there is no significant difference between the offline 

and online imputation techniques (indicated in italics). A t-test is not performed with IMLS and 

INI as the proposed imputation techniques clearly outperform them by a large margin. Therefore, 

we infer that the proposed online imputation method can be used as a viable alternative since it 

is faster and involves single iteration in both stages 1 and 2. This is a significant outcome of the 

study. Furthermore, another important point to be noted is that the GRNN working in stage 2 

always improved (reduced) the MAPE values in both the offline and online methods in all da-

tasets, which is another achievement of the study. 

 

 

7. CONCLUSIONS 

We have proposed a computational intelligence hybrid for fast online data imputation and for the 

extended version of offline data imputation. The effectiveness of the proposed techniques has been 

demonstrated on 8 benchmark datasets and 4 bank datasets. The results demonstrate that there is a 

significant reduction in MAPE from Stage-1 to Stage-2 in all of the methods and that the best offline 

imputation technique is K-Medoids+GRNN as it gives best reduction in MAPE. In addition, the dif-
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ference between the best offline imputation, viz., K-Medoids+GRNN and the proposed online im-

putation method viz., ECM +GRNN is statistically insignificant. This is demonstrated by t-test con-

ducted on the 10 folds at 1% level of significance on all datasets used for the experiment. So, we 

can conclude that the proposed online imputation technique (ECM+GRNN) is a viable alternative to 

the existing methods of offline data imputation. The proposed online data imputation technique 

uses a fast and one pass algorithms but it needs user intervention for fine tuning two parameters, 

i.e., dthr for ECM and smoothing factor (σ) for GRNN. The next stage of research will focus on 

enhancing the proposed imputation technique, so that it doesn’t need user intervention for parame-

ter tuning, while retaining its predictive efficiency. 
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