Design of a Cost-Effective Hybrid-Type PBEX
Providing a High Power Budget
In an Asymmetric 10G-EPON
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This paper proposes a cogt-effective hybrid-type power
budget extender (PBEX) that can provide a high power
budget of over 45 dB in an asymmetric 10-Gb/s Ethernet
passive optical network (10/1G-EPON). The hybrid-type
10/1G-EPON PBEx comprises a central office terminal
(COT) and remoteterminal (RT) module supporting four
channds and uses a coarse wavdength divison
multiplexing (CWDM) technology between the COT and
RT for a reduction of fiber cost and efficient access
network design. The proposed 10/1G-EPON PBEX can
provide over a40-km reach and 128-way split per CWDM
wavedength with no modification of a legacy 10/1G-EPON
system and can satisfy the error-free service in 10" packet
transmisson.
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|. Introduction

The 10-Gb/s Ethernet passive optical network (10G-EPON)
isan atractive access technology for providing next-generation
ultrarbroadband services to subscribers. The current 1-Gh/s
EPON (1G-EPON) is being extensvely utilized as an opticd
access network in Adian nations, including Japan, South Koreg,
and China Recently, a 10G-EPON has been sandardized asa
next-generation technology to satisfy theincreasein user traffic
and the demand for various high-definition multimedia
srvices[1].

The current 10G-EPON defines three power budget classes,
that is, PR(X)10, PR(X)20, and PR(X)30, of a symmetric rate
or asymmetric rate for compatibility with alegacy 1G-EPON.
These power budgets support achannd insartion loss of 20 dB,
24 dB, and 29 dB, respectively. Therefore, the 10G-EPON was
designed to support the nomind distance of 20 km and the Solit
ratio of 1:32[2].

However, many network operators require a high power
budget to support ahigh salit ratio of more than 1.64 a 40 km
and want to combine an optica access network with a metro
network by consolidating their centra offices (COs). This can
provide dgnificant cost savings by reducing the amount of
dectronic equipment and red edae required a a locd
exchange. Moreover, it can support broadband service to amdl
towns, suburbs, and rurd aress. In addition, service providers
hope to address the fdlowing busness requirements
leveraging EPON architecture in rurd aress, increesng
subscriber dengity in their COs, decreasing the connection cost
per subscriber, and serving more people a a larger distance
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fromthe COs[3]-[5].

To solve these chdlenges we suggest a cog-effective
hybrid-type opticd-dectricd-opticd (OEO)-based  power
budget extender (PBEX) solution providing a long-resch
transmission, higher split ratios, and high-volume link capacity
to EPON sarvice providers.

Section Il reviews the rdated works, while section Il
describes the detailed gructure and design scheme of the
proposed  hybridtype asynchronous 10G-EPON  PBEX.
Section IV shows the experiment results proving the
effectiveness of our method and provides an andyds of its
peformance. Findly, section V provides some conduding
remarks.

Il. Related Work

The 10G-EPON specification was sandardized by the IEEE
802.3 Working Group in 2009 and supports two configuration
modes symmetric mode, operating a& 10 Gh/s in both
directions (10/10G-EPON), and asymmetric mode, operating
a 10 Ghb/s in the downstream direction and a 1 Gb/s in the
upstream direction (10/1G-EPON). Additiondlly, to reduce the
cogt of laying fibers and equipment, 1G-EPON and 10G-
EPON sysems usethe same outsde plant [2], [6].

10/10G-EPON ismainly considered in the multiple dwelling
unit market, and 10/1G-EPON is conddered in the single
family unit market as a cod-effective next-generation solution,
as its upstream trangmission is identica to that of 1G-EPON,
and its downsgtream trangmission relies on the maturity of
10-Gh/s Ethernet devices.

The IEEE 802.3 Working Group authorized the cregtion of a
new project, P802.3bk, focusing on standardizing new physica
medium dependent (PMD) cdlasses (that is, PR(X)40 and
PR(X)50) as a passive solution and a power budget extender as
an active infield optiona solution. The IEEE 802.3 Extended
EPON Sudy Group is focusng mainly on the PR(X)40 PMD

21dB, 25dB, 29 dB

PR(X)10/20/30
ONU PMD

PR(X)
10/20/30/40 PR(X)40
OLT PMD 1M ONU PMD
splitter
1:16@40 km —
< 338

Fig. 1. 10G-EPON link structure suggested by IEEE 802.3
extended EPON study group [2], [3].

definition, as many operators would prefer a completely
passive solution [7]. Some markets require a high plit ratio of
over 1:64 for a 40-km reach through a high power budget of
33dB[8].

Figure 1 shows the 10G-EPON link structure suggested by
the |EEE 802.3 Extended EPON Study Group. A 10G-EPON
sysem supporting a PR(X)40 link budget can extend the
nomina distance of 40 km in a 1:16 split ratio without a PBEX
in the remote node, as shown in Fg. 1 [9]. The current
PR(X)40 PMD is not commercidized yet, and its price is
expected to be about 1.2 timesthe price of the PR(X)30[10].

Therefore, to support a physca distance of over 40kmand a
gregter than 1:64 split ratio under worst-case opticd
digribution network (ODN) design scenarios without any
problems, a cod-effident 10/1G-EPON PBEx solution is
required. Although it uses an active device in the remote node,
this solution is acceptable to many network operators[4].

I11. Proposed Hybrid-Type OEO-Based 10/1G-EPON
PBEX

Figure 2 illugrates the 10/1G-EPON link structure including
the proposed hybrid-type OEO-based PBEx. The proposd
PBEx condggts of a 10/1G-EPON CO termind (COT) and a
10/1G-EPON remote termind (RT). A 10/1G-EPON COT

co 10/1G-EPON Remote
PBEX node
Gl i PX20
Portl
PON1 | 4-port CWDM 4-Port
PRX30 |PoNz | 101G (>40km) 101G- | port2 @
oLT EPON L EPON
Pup  [PONS | D 10-Gbls DS: 4ch A i 1%
PONA 1-Gb/s DSUS: 4ch GRS i sl
% 2908

<4-channel COT platform>

4 17d8 )

A
<4-channel RT platform>

Fig. 2. 10/1G-EPON link structure using proposed hybrid-type PBEx.
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Fig. 4. Internal architecture of 10/1G-EPON RT.

mainly provides awavelength converson based on a 2R-based
signa regeneration between alegacy 10/1G-EPON optica line
termind (OLT) and coarse wavelength divison multiplexing
(CWDM) &t the samelocd ste. On the other hand, the 10/1G-
EPON RT manly provides wavdength converson and
updream  burg-mode-to-continuous-mode  (BM-to-CM)
converson through a 3R-based sgnd regeneration function
between CWDM and legacy EPON opticd network units
(ONUs).

In the feeder section, the CWDM uses four-channd
10-Gh/'s wavdengths for downsream only and four-
bidirectiond-channd 1-Gh/s wavdengths for downstream and
upstream. When an opticd fiber loss is 04 dB/km, a legacy
10/1G-EPON can easily support a high split ratio of 1:128 at
over 50 km from a CO to end users usng a hybrid-type
10/1G-EPON PBEX. This makes a flexible access network
configuration possiblefor operators.

For a cog-effective solution, the 10/1G-EPON COT is
designed for a four-channd structure, as shown in Fig. 2. The
line card of the 10/1G-EPON COT connects with the PON
port of the legacy 10/1G-EPON OLT and provides 10-Gh/s
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and 1-Gh/s transmisson rates a the downgream path and a
1-Gh/s trangmisson rate at the upstream path, as shown in
Fig. 3. That is, the 10/AG-EPON COT can support a tota
trangmission rate of 44 Gh/sin the downstream and 4 Gh/sin
the upstream.

The line card of the 10/1G-EPON COT comprises a three-
port edge WDM filter to connect with a 10/2AG-EPON OLT, a
1G-EPON PX10 ONU PMD to trangmit a 1-Gh/s opticd
sgnd, a 10G-EPON PRX10 ONU PMD to transmit
downstream only 10-Gh/s opticd signds, and 1-Ghb/s and
10-Gh/s CWDM opticd modulesto transmit a CWDM signd
totheRT.

A three-port edge WDM filter divides 10-Gb/s (1,577 nm)
and 1-Gh/s (1,490 nm) opticd signds from an input EPON
sgna. These opticd sgnds are transmitted to each EPON
ONU PMD and converted into electrica signals. These
eectrica sgnas are transmitted to each CWDM opticd
module through a level termination, and a wavelength
converson isthen performed. In contragt, a the upstream path,
an optica signd received from a 10/1G-EPON RT to a
1-Gh/s CWDM opticad module is converted into the EPON
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Fig. 5. Interna structure of FPGA for 3R-based signd regeneration [10].

wavelength (1,310 nm) through a 1G-EPON ONU opticd
module. The management line card gathers the status of the
ingaled opticad modules per line card based on the SFF-8472
and peaforms remote management using a simple network
management protocol (SNMP).

Fgure 4 shows the internd architecture of the developed
10/1G-EPON RT. The 10/AG-EPON RT is composed of
1-Gb/s and 10-Gh/s CWDM opticd modules for receiving a
CWDM sdggnd, a low-cogt fidd programmable gate aray
(FPGA) for dgnd retiming of a 1-Gh/s downstream signd, an
embedded ONU for SNMP packet trangmission to the 10/1G-
EPON OLT, a CPU processor providing SNMP for remaote
management, a BM dock and data recovery (BCDR) device
for retiming of the BM upstream signd, a crosspoint switch
(CS) for dectricd sgnd divison, and aPRX30 OLT PMD for
interconnection with alegacy ODN.

The 10/1G-EPON RT provides an updream BM-to-CM
dgnd converson to support CWDM multiplexing in the
feeder section. It dso converts an opticd sgnd into an
dectricd signd in the opticd domain and then retimes these
sgnas through an FPGA and 10-Ghy/s dock and data recovery
(CDR) in the dectricd domain. These retimed sgnals are then
retransmitted to the optical domain usng a 10/1G-EPON OLT
module. In contrat, the 1-Gh/s dgnd regeneration in the
upstream is performed using a commercidized BCDR device
and then converts the retimed upstream BM signd into a CM
dgnd through the FPGA. The 10/1G-EPON RT is designed to
have afour-channd structure and a Virtex-5 FPGA (XC5VLX-
30T) to keep design costs and power consumption low.

To provide remote management of the 10/1G-EPON RT, an
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embedded ONU is activated usng a 10/1G-EPON OLT and
provided as a compact-type commercidized 1-Gh/'s EPON
ONU media access contral, as shown in Fg. 4. An embedded
ONU receives a downstream signd through a CS device and
transmits an upstream signd to the 10/1G-EPON OLT through
aBCDR device and the FPGA.

The CPU processor gathers and manages the gatus of the
ingalled opticdl modules and FPGA. It dso communicates
with a 10/1G-EPON OLT usng an SNMP through an
embedded ONU without an externd optica tap (for example,
an opticd Flitter), which is unlikdy to have been used in
previous methods. Additiondly, the 10/1G-EPON RT can be
used as areach extender of a 10/1G-EPON without a COT by
replacinga CWDM with EPON ONU optica modules.

Fgure 5illusraesthe interna architecture within the FPGA
for sgnd retiming. In the downdream direction, the FPGA
provides 3R dgnd regeneration usng a recovery dock
extracted from the CDR, which isincluded in the dud gigabit
transfer protocol (GTP). The dud GTP extracts a 156.25-MHz
recovery clock and 8-hit data using 1.25-Gh/s input serid data
and a156.25-MHz reference clock. Thisrecovery clock isthen
used as a reference dock, which is necessary for an externd
BCDR device.

On the other hand, in the upstream direction, the 10/1G-
EPON RT performs a signd recovery using a BCDR device
and trangmits this recovered dgnd to an  input
sidizer/deseridizer (ISERDES). In addition, a BM rest
signa for aBCDR device is generated by aloss of sgnd of a
10/1G-EPON OLT optica module.

The BCDR device digns with the input data within the
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Fig. 6. Experimentd setup for performance measurement of proposed hybrid-type 10/1G-EPON PBEX.

12-hit acquisition time and changes a 1-bit serid sgnd into a
4-hit parald sgnd to provide alower dock speed for the data
trangmission to the FPGA. The BM-to-CM convertor is used a
the remote node to convert the burgt upstream dgnd into a
conventional continuous signa  through a bit pattern (for
example, h'55) dgnd inserted between the burds. This bit
pattern is configured by remote management [11].

The 10/1G-EPON PBEX proposed in this paper has a cost-
efficdent desgn and its power consumption is low owing to a
quad-port sructure using a single FPGA and generdized low-
cost EPON opticad modules with no modification of a legacy
10/1G-EPON system.

IV. Experimental Setup and Results

1. Experimentd Setup

The experimentd setup for a performance measurement of
the proposed hybrid-type 10/1G-EPON PBEX is shown in
Fg. 6. Asthere are no commercidized 10/1G-EPON systems
a present in South Korea, we use the commercidized 1G-
EPON sysem and a 10G+jig board. The legacy 1G-EPON
OLT/ONUs generate downstream and upsiream data Sgnds
with alinerate of 1.25 Gh/s, while the 10G-jig board transmits
only a downdream opticd sgnd with a line rae of
10.3125 Gh/s usng an externd pulse pettern generator (PPG)
and aPRX30 OLT PMD.

We use a1.25-Gh/s EPON ONU transceiver compliant with a
PX20 [€], a 10.3125-Gh/s EPON ONU transceiver compliant
with a PRX30 [2], a 1.25-Ghy/s bidirectiond smdl form-fector
pluggable CWDM transceiver compliant with a BX10, and a
10-Gh/s CWDM transceiver compliant with al0GBASE-E & a
10/1G-EPON COT. The EPON transodaivers are interconnected
with a10/1G-EPON OLT, and the CWDM transceivers generate
the CWDM wavdengths We dso goply the same CWDM
transoavers to a 10/1G-EPON RT to connect with a 10/1G-
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EPON COT and use a 10-Gh/s EPON OLT transceiver
compliant with a PRX30 to accommodate the existing ODN.

In thelink configuretion for a 1.25-Gh/s data tranamission a
the downgream and upsream directions, we use a single
legacy 1G-EPON OLT and two 1G-EPON ONUs and connect
the trunk fiber usng a 40-km snglemode fiber (SVIF)
including avariable atenuator (VA) between the 10/1G-EPON
COT and the RT. In addition, we configurea 1.4 optica plitter,
afixed 5-dB attenuator, and a 1:32 opticd plitter as the drop
fiber between the 10/1G-EPON RT and 1G-EPON ONUSs. In
the link configuration for a 10-Gh/s deta tranamission in only
the downstream direction, we aso connect the trunk fiber using
a40-km SMF without a CWDM mux/demux.

The 1.25 Gh/s (thet is, 1,490 nm) and 10.3125 Ghy/'s (thet is,
1,577 nm) optical wavelengths outputted &t a 1G-EPON OLT
and 10G-jig board are merged using a three-port edge WDM
filter and then sepaaed agan into 1.25-Gh/s and
10.3125-Gh/s opticd wavdengths usng a three-port edge
WDM filter within the 10/1G-EPON COT. The 10/1G-EPON
COT changes EPON downstream wavelengths into CWDM
wavelengths (that is, 1,490 nm and 1,550 nm), and these
wavdengths are then reconverted through 40-km SMF into
EPON downgream wavdengths usng a 10/1G-EPON RT.
The wavdength data is then tranamitted into EPON ONUSs
through two opticd splitters. On the other hand, 1.25-Gh/s
upstream BM optica signds (that is, 1,310 nm) outputted at
each EPON ONU are changed into a 1.25-Gh/s CM CWDM
wavelength (thet is, 1,310 nm), which isthen reconverted into a
CM EPON upstream waveength using a 10/1G-EPON COT.
In this experimentd satup, the insartion losses in the trunk and
drop fibers are measured to be about —11.6 dB and —28.4 dB,

respectively.

2. Optica Eye Diagram Measurement and Andysis

Figure 7 shows opticd eye diagrams of each measurement
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point (MP) in the experimentd setup link for the proposed
hybrid-type 10/AG-EPON COT and RT. The 10/1G-EPON
COT smply provides awaveength converson based on a2R
dgnad generation, but the 10/1G-EPON RT peaforms a
wavelength converson and signd retiming using a recovery
cdock extracted through a 1.25-Gh/s CDR within the FPGA
and a 10-Gb/s CDR device, and this retimed sgnd is again
recovered by the 1G-EPON ONUs.

In a 1.25-Gh/s transmisson path, the downgream CWDM
optical wavelength measured at MP1 is received by a
1G-CWDM transceiver inddled within a 10/1G-EPON RT
usng a 40-km SMF. In an opticd eye diagram meesured at
MP2 and MP3, as shown in Figure 7, we can see a dear eye

MP1. COT 1-Ghit/sCWDM  MP2. RT PRX30 OLT 1-Ghit/s MP3. RT CWDM 1-Ghit/s
downstream (jitter P-P: 71.1 ps) downstream (jitter P-P: 146.7 ps) upstream (jitter P-P: 142.2 ps)
e
=i
=i
=| |

D i e (m g—p4 smem s
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n.1=-""!"'!"'!'

! £J

Py

MP6. RT PRX30 OLT 10-Gbit/s
output (jitter P-P: 28.89 ps)

k=it m o

e e e Gl B smsasai i

usrlaulmi
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i | 3 gy e i |

Fig. 7. Opticd eye diagrams measured & each MP.

pattern satisfying the optica eye mask adapted from the IEEE
Gigabit Ethernet sandard through 3R sgnd regenerdion. Ina
10.3125-Gh/s trangmission path, dthough an opticd eye
diagram (MP5) passed by a 40-km SMF shows that a dight
jitter is added to the 10-Gb/s CWDM downstream opticd eye
diagram (MP4), we can confirm that MP5 shows the results of
adear eye pattern stisfying the gandard optica eye mask. We
can dso confirm that the output optical signd measured a
MP6 saidfies the opticd eye mask adapted from the IEEE
10.3125 Gh/s Ethernet standard by the 3R signd regeneration,
as shown in Fig. 7. This means it is possble to support a
trangmission reech of over 40 km per CWDM wavelength at
the feeder section through our proposed hybrid-type
10/1G-EPON PBEX without anew PMD definition.

Figure 8 shows the experimentd sstup and optica eye
diagrams measured in the use of only a10/1G-EPON RT asan
EPON extender without a 10/1G-EPON COT. In opticd eye
diagrams messured a MP1, MP2, and MP3, we can confirm
that a 1.25-Gh/s tranamission path can support a transmission
reech of 40 km & the feeder section and meet the sandard
optica eye mask of a Gigabit Ethernet. However, in a
10.3125-Gb/s peth, we can confirm that the current
commercidized 10/1G-EPON PRX30 PMD aupports a
tranamisson distance of 20 km based on the reaults of the
tranamission dispersion, as shown in MP5. However, we can
show that the output opticd signd meesured a MP6 satiffies
the opticd eye mask adgpted from the IEEE 10.3125-Ghb/s
Ethernet gandard using 3R signd regeneration.
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S 1 A 10/1G-EPONRT ONU1
i iy 1490 nm MP3 € s 4 1490mm
i oE PX20 I @ paaadd 1 2310 2? ONU . 1577nm
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(8) Experimental setup

MPL. RT PX20 PMD 1-Ghit/s MP2. RT PRX30 PMD 1-Ghit/s MP3. RT PX20 PMD 1-Gbit/s MP4. JB PRX30 PMD 10-Ghit/s MP5. RT PRX30 PMD 10-Ghit/s MP6. RT PRX30 PMD 10-Ghit/s
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output (jitter P-P: 19.56 ps) output (jitter P-P: 22.67 ps) output (jitter P-P: 29.78 ps)

(b) Optical eye diagrams

Fig. 8. Experimentd setup and results at 10/1G-EPON RT.
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3. Packet Tranamission Results and Performance Andysis

To verify the transmisson performance of the proposed
10/1G-EPON PBEX, we meesure the packet eror using
Ethernet packets with random lengths ranging from 64 bytesto
1518 bytes udng a commercidly avalable router tegter
(Agilent N2X). We tranmit 10" packets for the packet loss
rae (PLR) test per MP.

Fgure 9 shows the packet error rate (PER) results measured
a the exiding extended 1G-EPON link according to the VA
value through a hybrid-type 10/1G-EPON PBEX. In this
experiment, as shown in Fg. 9(a), the proposed hybrid-type
10/1G-EPON PBEXx stidfies the error-free sarvice during a
10" packet tranamission up to a link budget of 45 dB when
accounting for alink budget of 28 dB a an ODN. This means
that a 10/1G-EPON system using the proposed 10/1G-
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Fig. 9. PER results of 1.25-Gb/s EPON link.
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EPON PBEX can support a physical distance of over 40 kmiin
a 1:128 gt ratio per CWDM wavdength according to the
CWDM transcaiver. Figure 9(b) dso shows the PLR results
using a 10/1G-EPON RT without a 10/1G-EPON CQOT. From
these PLR reaults, we can achieve the error-free sarvice during
a 10" packet transmission up to atota link budget of 56 dB.
Because a 1-Gh/s EPON OLT and ONU transceivers use an
avdanche photodiode and a pogtive intrindc negative-
photodetector, respectively, we can show that the upstream link
budget increases by dbout 3 dB more than tha of the
downgream. That is, a 10/1G-EPON sysem using the
proposed 10/1G-EPON RT is adle to provide a physcd
distance of 80 km for a 1:128 gplit ratio, when we take into
account abudget loss of 0.4 dB/km in an opticd fiber.

Figure 10 shows the resullts of a packet transmissontest of a
legacy 1G-EPON system using our proposed 10/1G-EPON
PBEX. Over a 66-hour period, we tranamit a packet load of
19% from a 1G-EPON OLT to each 1G-EPON ONU and
assign a packet load of 98% a each 1G-EPON ONU to
measure the upstream PERS, as a commercidized 1G-EPON
ONU supports only a Fast Ethernet port. From Fg. 8, we can
confirm the possibility of 10™ packet loss-free service in the
downstream and upstream paths.

Therefore, using generd CWDM technology and the
proposed 10/1G-EPON extender box, we can design a cost-
effective hybrid-type long-disance 10/1G-EPON solution that
upports over a 40-km reach and accommodates a maximum
of 1,024 subscribers with alink capecity of 44 Gh/sonasingle
feeder fiber.

4. Technica Comparisons

Table 1 showsthe results of three technicad comparisons of a
10/1G-EPON using the proposed hybrid-type 10/1G-EPON
PBEX, a 10/1G-EPON sandardized by |IEEE802.3av-2009,
and the extended 10/1G-EPON suggested by the IEEE
P802.3bk Working Group to account for a40-km transmisson
reech[2], [3].

Although the active device is used in the remote node, the
10/1G-EPON using the proposed PBEX can support up to four
times the salit ratios a the same phydcd distance through a
power budget of 45 dB, as shown in Teble 1 [5)], [8]. Although
the guaranteed bandwidth per user is lower than that achieved
using other technologies, a 100-Mby/s bandwidth is suitable to
provide downstream+-intensive gpplication services in the near
future.

In addition, a 10/1G-EPON using the proposed PBEX can
only goply the CM WDM technology in the trunk section
through an OEO conversion. If X denotes the cost of PRX30
OLT/ONU PMD, the 10/AG-EPON PBEX can be added at
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Table 1. Example for technical comparison in condition of 40-km

transmission reach.
tems IEEE 802.3av | IEEE P802.3bk hy;[ﬁ;/pe
10/1G-EPON | 10/1G-EPON
10/1G-EPON
29dB 33dB
Power bu 450!
dget (PRX30] (PRX40)
Split retio 18 1:16 1:128
Downstream
bandwidth 1,250 Mb/s 600 Mb/s 100 Mbl/s
per user
Link All passve All passve Partid active
Upstream mode BM BM CM
Using WDM
in trunk fiber No No ves
New PRX30
) PRX30 10LT/
Eq”'in;fm 10LT/ TZ)I(_‘;(/) 128 ONU PMD,
B 8ONUPMD? | 1 | 101Gc0T
101G RT®
Expected cost 200% 300% 2,030%°
o — High Middle Low
per (25%) (18.7%) (15.8%)
Cost of trunk 7
E— 1 1 /8

1. Budget is calculated by using 40-km CWDM optical module and PRX30
PMD.

2. ONU PMD is about 1/8 the cost of OLT PMD [12].

3. Korea's operators account for additional cost of about 30% compared to
PRX30 PMD [13].

4. 10/1G COT includes PX10 ONU PMD, PRX10 ONU PMD, 10-Gb/s
CWDM, and 1-Gb/s CWDM transceiver; cost is estimated to be 80% more
per port compared to that of PRX30 PMD.

5. 10/1G RT includes 10-Gb/s CWDM, 1-Gb/s CWDM, and PRX30 OLT
PMD; cost is estimated to be about 250% more per port compared to that of
PRX30 PMD.

6. Expected cost = OLT PMD x { ONU PMD# x (OLT PMD cost/8)} +
COT/RT cost per port.

7. Assumed that CWDM has been applied to feeder section.

about 3.3X per port, as shown in Table 1. Therefore, with the
exception of bandwidth per user, a 10/1G-EPON system using
the proposed 10/1G-EPON PBEx can provide grester
efficiency with respect to power budget, user accommodation,
cost per subscriber, and long-distance trunk fiber costs.

V. Conclusion

We proposed and expaimentally demongtrated an efficient
hybrid-type OEO-based 10/1G-EPON extender box based on
aquad-port architecture to overcome the physica limitations of
a legacy 10/1G-EPON system. We a0 confirmed that our
proposed 10/1G-EPON PBEX can achieve a high power
budget of 45 dB through 3R signd regenerdion usng an
exiding 10/1G-EPON PMD and can support a codt-effective
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long-distance 10/1G-EPON system through a WDM solution
at the feeder section.

Our expariment results verified that the proposed
10/1G-EPON PBEx can provide a digance of more than
40 km with a 1:128 split retio under the condition of lossfree
savice, which many service providers dedre. If a
10/1G-EPON RT is used as a 10/1G-EPON extender box, it
can provide a maximum link budget of 56 dB and dlow a
reech of 80 kmina1:128 it ratio with no modification of the
legecy 10/1G-EPON standard.

In addition, the proposed 10/1G-EPON PBEX can be gpplied
as the near-term next-generation PON solution, and an energy-
efficient access network can be configured by diminating the
mgority of the COs.
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