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A Multi-Agent Improved Semantic Similarity Matching
Algorithm Based on Ontology Tree
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Abstract: Semantic-based information retrieval techniques understand the meanings of the concepts that users specify in their
queries, but the traditional semantic matching methods based on the ontology tree have three weaknesses which may lead to many
false matches, causing the faling precision. In order to improve the matching precision and the recall of the information retrieval,
this paper proposes a multi-agent improved semantic similarity matching algorithm based on the ontology tree, which can avoid the
considerable computation redundancies and mismatching during the entire matching process. The results of the experiments
performed on our algorithm show improvements in precision and recall compared with the information retrieval techniques based on

the traditional semantic similarity matching methods.
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I. INTRODUCTION
1. Semantic Web

The traditional keyword-based information retrieva technique
performs keyword searching in documents by matching the
keywords that users specify in their queries. The systems with the
technique dso maintain a word index to accomplish searching
[1,2], such as Google. One crucid problem with these systems is
that they do not have the ability to understand the meanings of the
keywords (i.e. semantics).

Tim Berners-Lee (2001) [3] proposed asolution to this problem,
which extends the current web by giving information a well-
defined meaning, better enabling computers and peopleto work in
cooperation. The key to reach this Semantic Web is the use of
metadata to annotate documents; thus, software agents would be
able to search, locate, discover, or link documents better than
keyword-based information retrieval engines of today.

Theinformation retrieval based on the semantic web isto make
use of semantic information of the computer procedure's
automatic analyss information source to search and find the
information source with specific knowledge unit. Tim Berners-
Lee proposed seven layer structures of the semantic web [3], as
shownin Fig. 1.

Thefirg layer (URI/IRI) isthe basis of the whole semantic web,
using URI (Uniform Resource Identifier) and IRI (Internationaized
Resource Identifiers) to identify the resources of the web.

The second layer (XML) is used to indicate the content and
structure of the data. The XML standard provides the necessary
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means to declare and use smple data structures, which are stored
in XML documents and are machine-readable.

The third layer (RDF) is used to describe the resources on the
Web and their type. A Resource Description Framework is a
gandard for representing metadata information that can be
identified with a Universd Resource Identifier (URI).

The fourth layer (Ontology) is used to describe languages and
to describe various resources and the relation between them.

The fifth layer (Logic) is used to make logica inference based
onthelast four layers.

The sixth layer (Proof) provides authentication mechanism
according to logicd rules and then judges the credibility of the
given proof in combination with the gpplication mechanism of the
Trugt layer.

The seventh layer (Trust) is used to build confidentid relaion
between users.
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Among the 7 layers, the 2nd, 3rd, 4th and 5th layers of the
semantic wet system structure are the key to redize the semantic
retrieva based on semantic web.

2. Ontology

Ontology was developed in Artificid Intelligence to facilitate
knowledge sharing and reuse. As the knowledge representation of
the semantic web, the ontology is called the semantic web once
applied to the World Wide Web.

There are anumber of reated studies on ontology development
and ontology-based retrievd in literature. In this paper we briefly
overview some of them. Lihua Wu et a. (2009) [4] proposed a
persondized inteligent web retrievd system based on the
knowledge-base concept and latent semantic indexing model,
which shields the information irrelevant to users needs and helps
users find needed information on the Internet automaticdly in
accordance with ther personad interess and professond
requirements. Wei-Dong Fang e d. (2005) [5] proposed a
framework to improve precision by searching RDF datainstead of
text words. This framework extends the traditional VSM (Vector
Space Moddl) and defines weighting scheme to assign different
weights to concepts while encountering different relationships
between them. SSRM (Semantic Similarity Retrieval Modd) [6]
finds similar concepts and assignsthem initid weightsusing tf. idf.
Then higher weights are assigned to the concepts located in the
same semantic neighborhood. K.Saruladha et d. (2010) [7]
proposed a semantic similarity measure based on information
content metric and information content metric which provides a
solution to the sparse dataproblem prevaent in corpusindependently
and takes into condderation hyponymy and meronomy (a type of
hierarchy that deals with part—whole relationships) relations.
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Fig. 2. Computer Ontology tree.

Different fidds need to build different domain ontologies.
Computers exchange information between different fields through
the understanding of the ontology. Each document on the
semantic web is an ontology, while a big document can be divided
into several small ontologies. For example, Fig. 2. shows the
partid ontology tree of computer science.

In order to make use of each related ontology to provide users
with answers needed by means of inference, our paper adopts
Ontology Matching as the essential step to set up mapping
relationship between ontologies through comparing the concepts
between each other. Through the ontology matching, different
ontologies can understand each other by means of the mapping
rlationship between concepts, hence the redizaion of the
inference based on multiple ontologies.

3. Resource Description Framework

A Resource Description Framework is a gandard for
representing metadata information that can be identified by using
aURI (Universd Resource [dentifier). To describe metadata, RDF
statements are expressed in triples: subject (represented by a URI
or ablank node), predicate or property (represented by aURI) and
object (represented by a URI, ablank node or aliterd). Thistriple
can be effectively modeled as directed graphs[8].

As shown in Fig. 3, the subject and the object of the triple are
modeled as nodes and the predicate as a directed link that
describes the relationship between the nodes. The direction of the
link always points towards the object [8]. A URI isamore general
form of URL (Uniform Resource Locator), which alows
information about a resource to be recorded without the use of a
specific network address. A blank node is used when a subject or
an object node is unknown. It is dso used when the rdationship
between a subject and an object node is n-ary (as isthe case with
RDF containers). A litera is basicaly a string with an optiona
language tag. It is used to represent values like names, dates, and
numbers. A typed literd is a string combined with a data type,
whereasthe datatypeisawaysaURI [8].

4. Main idea of Improved Semantic Similarity Matching

Algor ithm

The traditiona semantic matching methods based on the
ontology tree adopt the down-up matching sequence, i.e., during
the matching process, preferentidly match the leaf node of the
tree of the ontology, and then match the upper node, and so on.
This method has three wesknesses: first, the caculaion of the
similarity of dl the leaf nodes without any screening rules may
lead to condderable computation redundancies during the
matching process; second, the smaller concept dways belongs to
alarger one, so that, under the circumstance of the mismatch of
larger concepts, even if the small concepts are similar, they
still cannot be identified as a correct match; third, the diversity of
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Fig 3. RDFtripleasdirected graph.
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patition granularity may lead to the sructurd diversty of
ontology tree, thusit is likely to result in the mismatch during the
process of ontology matching [9].

The weaknesses mentioned above lead to many fase matches,
causing the faling precision. Focusing on this problem, this paper
firsd uses Resource Description Framework to represent the
ontology tree S0 as to describe the relationship between each term
worked out from the certain ontology, and then proposes a new
Up-Down Semantic Similarity Matching agorithm based on the
Ontology Tree by using three kinds of similarity matching
drategy to redlize the amilarity matching between users query
ontology constructed by Knowledge Processing Agent and
application ontology which is the description of the Metadata in
form of Ontology.

Il. MATERIALS AND THE PROPOSED METHOD
1. The Framework of the Multi-Agent Information
Retrieval System Based on Ontology Tree

Based on the principle of reying on the semantic web
technology to increase the semantics for information retrieval, we
congtruct a multi-agent information retrieval System based on the
semantic web of ontology, shown asFig. 4.

IA (Interface Agent) is the interface for users and systems to
communicate with each other, through which, users send queries
to the system in form of Q(qy, Oy, -,0r), and the system sendsthe
retrieval results back to users.

KCSA (Knowledge Coallecting and Storing Agent) is used to
congruct the domain ontology base as well as to make use of
domain ontology base to congtruct the application ontology base
of the information resources (metadata information) to redlize the
representation and the storage of the knowledge. The metadata
information has two components: Source Metadata and Content
Metadata. The Source Metadata contains metadata information
(i.e title, URI, gatigtics, category) about documents. They help in
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Fig. 4. The framework of the multi-agent information retrieva
system based on Ontology tree.
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identifying relevant documents in order to avoid querying al
available documents. Content Metadata contains metadata of
contents of the documentsin the form of RDF triples.

PQRA (Persondized Query Refinement Agent) is responsible
for transforming the query of the user to expanded query ontology
according to the domain ontology base. In this agent, we adopt
three kinds of draegies to redize the persondized query
refinement. Firstly, we use knowledge-based query expansion
drategy to redlize the domain the query belongsto, so that we can
expand the query with hypernym (kind-of relationship), hyponym
(part-of reationship) and alomorph (instance-of relationship)
according to the ontology tree. Secondly, we use user-device-
based query expansion strategy to expand the query to redize the
persondized query refinement by considering the persona interest
of dl the intelligent devices for the same user. Thirdly, we use
weighted query expansion strategy to caculate the score of the
candidate term obtained a the stage of the user-device-based
query expansion to determine the find extension term according
to use frequency of the device. After the three kinds of strategy,
the expanded query will bein form of Q(Oy, O,, ..., Op); here O(i
=1,2,...,n) arethe conceptsin the ontology tree.

SMA (Semantic Matching Agent) adopts the Semantic
Matching agorithm (see section 2.3) to redize the Smilarity
matching between the expanded query ontology and application
ontology. Finaly, send the matching concept of application
ontology in form of Q(AO,;, AO,, ..., AOy)to the information
retrieva agent.

IRA (Information Retrieval Agent) adopts the method given by
Gap & Cho (2012) [10] to acquiretheretrieva result.

PQRA and SMA are crucial to redize the more efficient and
more precise persondized information retrieva. My another paper
has illugrated the detaill of PQRA, and this paper manly
concentrates on how to redlize the Semantic Similarity Matching
between two ontology, hence in the following section. Section 2.2
will introduce the Ontology Similarity Calculation Method used
by SMA in detalls.

2. Ontology Similarity Calculation Method

In order to compare two ontologies and caculate the similarity
between them, we first calculate the degree of correlation to judge
the relevance of the ontology, and then calculate the similarity of
the concept from the name, the semantics and the attribute to form
the overal conceptud degree of similarity based on the main idea
of the similarity matching method of Maedche [11].

2.1 Concept Relevance Calculation

Relevance refers to the degree of correlation between concepts.
Similarity means lexicd coincidence in some characteristics.
Relevance indicates some smilarities between concepts without
coincidence of the characteristics. Hence, amilarity is just a
specid agpect of rlevance. For example, “baby” is closdy rdevant
to “breast milk”, but they are not Similar; “arplang’ is smilar to
“train” functionaly, but they are not closdy relevant. Similar
entity is usudly regarded as relevant because of their amilarity
such as “fixed-line telephone’ and “mobile phone’. Completely
irrelevant entity can not be smilar. We can use anumber between
0 and 1 to measure the degree of the relevance with O representing
non-relevant and 1 representing the most relevant.
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This paper adopts Hirst-S-Onge's semantic relevance method
[12,13] to calculate the degree of rdlevance. The main idea is: if
two concepts in the synset of WordNet have a short connected
path, they have high semantic relevance; while there is no such
path, Relpyg(C;, C) = 0. The function Relug(Ci, Cj) is defined as
Equation (1):

Rel,s(C,C;) =m-len(C,C;) - nxturn(C,C;) ®

Here, C, and C, are conceptua collection of the ontologies O,
and O, GEGC,, GECy mand n are two constant parameters;
turns(C;, C) indicate the number of the path diversions in the
synset and len(C;, Gj) isthe length of the path.

2.2 Similarity Calculation of Concept Semantics

The semantic similarity of concept refers to the cdculaion of
the smilarity through the linguigtic festures of the concept.
Semantic relevance is proportiona with semantic similarity. This
paper adopts the method based on the WordNet to caculate the
degree of amilarity of the concept. The function SS(Ci, Cj) is
defined as Equation (2):

(Ien(C,,C)) +9)

SS(C,,C.)=-lo
(C.C) 9 2x depth

@

Here, len(C, C) refers to the length of the shortest path
between the synset; depth isthe height of the classifier tree. When
two words have the same meaning, len(C;, C) = 0, depth = 1,
S§(G, C) =1

2.3 Similarity Calculation of Concept Name and
Concept Attribute

The similarity calculation of concept name refersto considering
only the linguistic smilarity of two concepts, not the similarity of
the semantics of the concept.

The similarity caculation of the concept attribute refers to the
condderation of the similarity of the concept attribute from the
name and the data type. If the attributes of the concepts or the
domain and the range of the concept ettribute are smilar, the
conceptsaresimilar.

The concept name, the name of the concept attribute and the
data type of the concept attribute are dl text types (string), so that
we can use gring smilarity calculation method— edit distance”,
to cdculae the smilarity of the concept name and concept
attribute. Edit distance [14], dso called Levenshtein distance, can
be used to calculate the Smilarity between two strings. Given two
character gtrings s, and s,, the Levenshtein distance between them
isthe minimum number of edit operations required to transform s,
into s,. Most commonly, the Levenshtein operations alowed for
this purpose are: (i) insert a character into a gring; (ii) delete a
character from a dtring and (jii) replace a character of a string by
another character.

The function SN (C;, C)) used to caculate the similarity of
concept name is defined as Equetion (3):

1
Tp]) (3)

G 1en+C len-ed(C.C;)

WN(C,C)) =

Assume N; and N, are the names of the Attribute of C; and C,
respectively, and N;<=N;, N;&N,, then the function SAN(N;, N;)

used to cdculate the similarity of concept atribute name is
defined as Equation (4):
1
ed(N; . N;) (4)

eN‘ Jen+Nj.len—ed(N;,N;)

SAN(N,,N,) =

Assume D; and D, are the data type of the Attribute of C; and
C, respectively, and D;& D, D;< D,, then the function SAD (D;,
D;) used to calculate the similarity of concept attribute datatype is
defined as Equation (5):

1
ed(D;.D;) @)

eDI len+D;j len-ed(D; ,D;)

SAD(D,,D,) =

Herethe“ed(,)” refersto the Levenshtein distance of the strings
and “Len” refersto thelength of the strings.

3. The Improved Semantic Similarity Matching Algorithm
(1SSMA) Based on the Ontology Tree

Sepl: Andyssof ontology.

The anadysis of ontology aims to parse the ontology files into
tree structure according to the hierarchica structure of the concept,
each node of the tree being a dass, or attributes of the ontology.
The Classes Node of the ontology tree has the same ancestor
node—"Class’, and the Attribute Node of the ontology tree has
the same ancestor node—*“Property”. During the process of
andysis, we should remove the public prefix and suffix of the
Class Name or Attribute Name.

Sep2: Up-Down Matching Process according to the Ontology
Tree.

Sep2.1: Initidization of Matching Set.

Firgly, find the node sets Ns belonging to query ontology and
Na belonging to application ontology. For al the ErNs,
Ena& Na, the immediate predecessor of Ensiis the dassified root
node of the query ontology (Parent(Ens)=Classs), and the
immediate predecessor of Ena is the classfied root node of the
application ontology (Parent(Ena)=Classst).

Sep2.2: Match the dements from Ns and Nato accomplish the
first level of the matching task of the ontology tree.

@ Cdculatethe Relevance of Concept

Adopt the Equation (1) to cdculate the relevance of two
concepts. If the relevance of C; and C; satisfies that Relpig(C;, C)
>Ty, then C; and C; are a pair of relevant matching. Here T, is a
preset threshold.

@ Cadculatethe Similarity of Concept

If G and C;j are a pair of reevant matching, then use the
Equation (6) to caculate the smilarity of the two concepts.

S(G;, G) =axSS+P x SN+ 6 x SAN+y x SAD 6)
Here
o= S B= N
SS+ SN + SAN + SAD SS+ SN + SAN + SAD

5 SAN B SAD
TS N+ AN+SAD | SS+ SN+ AN + SAD

If the similarity of C; and C; satisfiesthat S(C;, C;) >T, and (C;,
G) =Max(S(C;, Cy), (G, &), S(Ci, Cy)...., Y(C;, Cy) then C; and
C; are a pair of similar matching. Here m is the number of the
dementsof Na, j <m, and T, is apreset threshold.
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Sep2.3: Sdect child nodes of matching pair.

Assume that C; and C; have been decided as a similar matching
pair, then narrow the matching scope to the subtree of C; and C; to
get the new sats of Ns and Na, where Parent(Ens) = G,
Parent(Ena) = C;.

Execute step2.2 again to sdect the new matching pairs from Ns
and Na Execute the step2.3 repeatedly, until no matching pairs
can be selected from the Naand Ns.

Sep2.4: End.

Sep3: Match again to find dl the matching pairs.

In the former | have mentioned tha the diversity of partition
granularity may lead to the structurd diversity of ontology tree,
thusit islikely to result in the missed matching during the process
of ontology matching. Therefore, it is not enough to only match
the ontology according to the ontology tree gtrictly. We should
make full use of the existing matching pairs that have been
decided as legd matching pairs to find the concept not matched
and match them again. The processis asfollows:

If the concept Ns belonging to query ontology and Na
belonging to gpplication ontology satisfies S(Ns, Na) >Ts (Tzisa
presat threshold) and Ns and Na have not been matched, then
specify the screening range as the following two subtrees, the root
node of one subtree is the ancestor node (NS') of Ns. The root
node of another subtree is the ancestor node (N&) of Na, and the
Ns Na must bealegd matching pair.

During this process, al the root nodes of the class node—
Classs and Classt, and all the root nodes of the attribute node—
Propertys and Propertyt are regarded as legal matching pairs
(Virtua).

Sep4: End.

4. The Overall Algorithm of the Multi-Agent Information
Retrieval System Based on Ontology Tree
Theoverdl dgorithmisasFig. 5.

I11. SSIMULATION RESULTS

With CPU-- Inter Core2, 2 G Memory, Java as programming
language and Eclipse integrated development environment, this
study andyzes and operates the ontology files by means of open
source framework “Jena”.

In order to evauate the performance of our proposed Semantic
Similarity Matching Algorithm based on ontology tree, this study
adopted a subsat of the Reuter’s RCV1 corpus [15] used in
TREC-11 [16]. The corpus consists of about 800,000 new stories
from year 1996-1997, but we only use the items between 1997-6-
20 to 1997-7-20. Due to the wide range of topics in the corpus,
this study sdected about 25 business related topics for our
simulation which correspond to a collection of about 8000
business new documents ranging from economic espionage to
commodity trading. A business doman ontology tree is
constructed containing 100 business related concepts, used in the
experiment as the domain ontology. A prototype system is dso
implemented for semantic information retrievd framework
discussed above. In our experiment, a set of random 80 queries
are executed with our prototype system.

We compare the results of the multi-agent information retrieva
system (OTMAIRS) based on ontology tree with those of the SST
(Smple Semantic based Technique) [17] which uses traditiona
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1. 1A accepts the query input by usars in form of 1A-Q(q,
q2" N "q"l)
2. QRrdfinesthequery inform of QR-Q(O,, O, ..., O,)
3. SMA adopts ISSMA to redize the sSmilaity matching
between two ontologies
Stepl. Andyze ontology
Step2. Up-Down Matching Process according to the Ontology
Tree
For Ens ENsdo Parent(Ens)=Classs;
For Ena ENado Parent(Ena)=Classs;
Smilava(C, C)
{ If(Rdug(G, G) =Ty), then
{ If (8C, §) =T, )and (SC, C) = =Max( SC, Cy, S (G,
) SG, Gy)...., G, Gw))) then
{ G and G areapair of Smilar matching;
Add(C, G) tothematchingsat S, }
}
Do
{SI=S
For (subtres of C) and (subtree of C) do
{ If Paent(Eng) ==C; thenEns=Ns,
If Parent(Ena) = = G; then Ena=Na;
SmilaMa (Ens, Ena); }
C=Ens G=Eng
} While(S1<>9)
Step3. Match again to find dl thematching pairs
For (S(Ns, Na) >Tz)and (Ns Na)N S==®D)
{ If (root node “RN1" of subtreel= = ancestor node (N's)) and
(root node“RN2" of subtree2= = ancestor node (Na)) then
Add (RN1, RN2) tothematchingst S,
}
4. IRA udng the matching concept SMA-Q(AO,, AO,, ..., AQ,)
to retrieve the information from theweb
5. IRA relurnstheretrieva result back tothe lA
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Fig. 5. Theoverdl dgorithm of the multi-agent information retrieval
system basad on Ontology Tree.

VSM (Vector Space Modd), aso cdled term frequency (tf)
inverse document frequency (idf) to carry out searching, and
evduate the performance of the two methods from the precision
and recdl. The Precision (P) isthe fraction of retrieved documents
rdevant which is defined as Equation (7). Recdl (R) is the
fraction of relevant documents retrieved which is defined as
Equation (8), and Equation (9) is usad to cdculate the precison
improvement of our method compared with the simple semantic
based technique.

Precision =#(rdlevant items retrieved)/#(retrieved items)

=P(rdlevant|retrieved) @
Recdl =#(rdevant items retrieved)/#(rd evant items)
=P(retrievedrdevant) )]
IMP = OTMA|RS.PI’eCISlOI’I]--SST.PI’eCISOI’] <100%  (9)
SST.Precision
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Shown as Fig. 6 (5000 documents, 50 random queries) and Fig.
7 (8000 documents, 80 random queries) using eeven-point
interpolated average precision, we can see that for the samerecall,
the average IMP of our method is about 24.75 % with 50 random
queries for 5000 documents, and about 28.74 % with 80 random
queries for 8000 documents, i.e., our method is more effective for
large amount of information retrieval.

IV. CONCLUSION

The traditiond ontology matching methods may lead to
congderable computation redundancies, as well as migudge the
small concept to be a similar matching under the condition when
the larger one is not matched. This paper proposes a new multi-
agent up-down semantic similarity matching agorithm based on
the ontology tree. Fird, we build a Multi-Agent Information
Retrieval System Based on Ontology Tree composed of Interface
Agent, Query Refinement Agent, Semantic Matching Agent and
Knowledge Collecting and Storing Agent; Second we make use of

the domain ontology base to construct the application ontology
base of the information resources (metadata information) to
redize the representation and the storage of the knowledge, and
use RDF triple, the subject, predicate and object of RDF triple to
enable the Metadata to concentrate on the combination of concept
and their relationship similarity at the same time; third, in order to
reduce the computation redundancies to the minimum, this paper
comprehensively considers the relevance of the concept and the
smilarity of the concept semantic, concept name and concept
attribute which are used as measurement to decide whether or not
ontology is matched. Simulation shows that the new agorithm
can improve the precison and flexibility of the similarity
matching compared with the traditional semantic sSmilarity
matching agorithm.
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