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A NOTE ON THE CHARACTERIZATIONS OF PARETO

DISTRIBUTION BY UPPER RECORD VALUES

Mohammad Ahsanullah and Mohammad Shakil

Abstract. Many researchers have studied the characterizations of prob-
ability distributions based on record values. It appears from literature
that not much attention has been paid to the characterizations of the
Pareto distribution. In this note, some new results on the characteriza-
tions of the Pareto distribution by upper record values have been estab-
lished.

1. Introduction

Characterizations of probability distributions based on record values started
in late sixties by Tata ([15]), and followed in seventies by Nagaraja ([12]) and
Ahsanullah ([1], [2]). Further development continued with the contributions of
Arnold et al. ([8]), Rao and Shanbhag ([14]), Ahsanullah ([1], [2], [3], [4]), Neve-
zorov ([13]), Lee ([11]), Bairamov et al. ([9]), Yanev et al. ([16]), Chang ([10]),
Ahsanullah and Aliev ([5]), Ahsanullah and Hamedani ([6]), and Ahsanullah
et al. ([7]), among others. It appears from literature that not much attention
has been paid to the characterizations of the Pareto distribution. In this note,
some new characterizations of the Pareto distribution based on upper record
values have been given. The organization of this paper is as follows. Section
2 contains some preliminaries on record values. In Sections 3, some new re-
sults on characterizations of the Pareto distribution are established. Section 4
contains concluding remarks.

2. Distribution of record values

Suppose that (Xn)n≥1 is a sequence of independent and identically dis-

tributed (i.i.d.) random variables (rv ′s) with cumulative distribution function
(cdf) F (x). Let Yn = max (min) {Xj | 1 ≤ j ≤ n} for n ≥ 1. We say Xj is an
upper (lower) record value of {Xn |n ≥ 1} if Yj > (<)Yj−1, j > 1. By defini-
tion X1 is an upper as well as a lower record value. The indices at which the
upper record values occur are given by the record times {U (n) , n ≥ 1}, where

Received October 17, 2011.
2010 Mathematics Subject Classification. 60E05, 62E10, 62E15, 62G30.
Key words and phrases. characterization, Pareto distribution, record values.

c©2012 The Korean Mathematical Society

835



836 MOHAMMAD AHSANULLAH AND MOHAMMAD SHAKIL

U (n) = min
{

j | j > U (n− 1) , Xj > XU(n−1), n > 1
}

and U (1) = 1. Many
properties of the upper record value sequence can be expressed in terms of the
cumulative hazard rate function R (x) = − lnF (x), where F (x) = 1 − F (x),
0 < F (x) < 1. If we define Fn (x) as the cdf of XU(n) for n ≥ 1, then we have

Fn (x) =

∫ x

−∞

(R (u))
n−1

Γ (n)
dF (u) , −∞ < x < ∞,

from which it is easy to see that

(1) Fn (x) = 1− F (x)
n−1
∑

j=0

(R (x))j

Γ (j + 1)
,

that is,

Fn (x) = F (x)
n−1
∑

j=0

(R (x))j

Γ (j + 1)
.

If fn (x) is the pdf of XU(n), then

(2) fn (x) =
(R (x))n−1

Γ (n)
f (x) , n ≥ 1, −∞ < x < ∞.

It is easy to see that Fn (x) − Fn−1 (x) = F (x) fn(x)
f(x) . The joint pdf of XU(i)

and XU(j) is given by

(3) fi,j (xi, xj) =
(R (xi))

i−1

Γ (i)

[R (xj)−R (xi)]
j−i−1

Γ (j − i)
r (xi) f (xj)

for −∞ < xi < xj < ∞. The conditional pdf of XU(j) | XU(i) = xi is given by

(4) f (xj |xi) =
fij (xi, xj)

fi (xi)
=

[R (xi)−R (xj)]
j−i−1

Γ (j − i)
·

f (xj)

1− F (xi)

for −∞ < xi < xj < ∞. For detailed treatment of the upper record values,
see, for example, Ahsanullah ([4]), among others.

3. Characterizations of the Pareto distribution

A continuous random variable X is said to have the Pareto distribution with
a parameter β > 0 if it has a cdf F (x) of the form

F (x) = 1− (x)−β , x > 1, β > 0.

In what follows, we give some new characterizations of the Pareto distribu-
tion based on upper record values.
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3.1. A generalization of Lee’s theorem

Lee ([11]) characterized the Pareto distribution based on upper record values.
In his Theorem 1, we show that F (x) = 1 − (x)θ, x > 1, θ < −1 if and only
if (θ + 1) E

[

XU(n+1)|XU(m) = y
]

= θ E
[

XU(n)|XU(m) = y
]

, n ≥ m+ 1. The
following theorem is a generalization of Lee’s theorem.

Theorem 3.1. Suppose that {Xn, n ≥ 1} is a sequence of i.i.d. rv ′s with

absolutely continuous (with respect to Lebesgue measure) cdf F (x). We assume

that F (1) = 0 and F (x) > 0, ∀ x > 1. Then F (x) = 1 − x−δ, δ ≥ 0, x ≥ 1 if

and only if

(δ − k)E
[

Xk
U(n+1)|XU(m) = x

]

= δE
[

Xk
U(n)|XU(m) = x

]

for k < δ.

Proof. If F (x) = 1− x−δ, then R (x) = δ lnx. It follows from (4) that

E
[

Xk
U(n+1)|XU(m) = x

]

=

∫ ∞

x

ukδn−m

Γ (n−m+ 1)
(lnu− lnx)

n−m δ

u

(x

u

)δ

du,

which, on substituting δ ln u
x
= t, easily gives

E
[

Xk
U(n+1)|XU(m) = x

]

=

(

δ

δ − k

)n−m+1

.

Thus

(δ − k)E
[

Xk
U(n+1)|XU(m) = x

]

= δE
[

Xk
U(n)|XU(m) = x

]

.

Conversely, suppose that

(δ − k)E
[

Xk
U(n+1)|XU(m) = x

]

= δE
[

Xk
U(n)|XU(m) = x

]

.

Then we have

(5)

(δ − k)

∫ ∞

x

uk (lnu− lnx)
n−m

Γ (n−m+ 1)

f (u)

F (x)
du

=

∫ ∞

x

uk (lnu− lnx)
n−m

Γ (n−m)

f (u)

F (x)
du.

Cancelling F (x) from both sides of Eq.(5) and differentiating (n−m) times,
we obtain, on simplification, the following:

(6)
f (x)

1− F (x)
= −

δ

x
.

Integrating Eq.(6) with respect to x and using the boundary conditions
F (1) = 0 and F (∞) = 1, we get F (x) = 1−x−δ, δ ≥ 0, x ≥ 1. This completes
the proof. �
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3.2. A generalization of Chang’s result

Chang ([10]) presented some interesting results on the characterizations of
the Pareto distribution based on upper record values. Unfortunately the follow-
ing errors and omissions in the statements and the proof of the two theorems
presented in the paper are noted.

1. Chang’s Theorem 1 (Chang, [10]):

(i) V =
XU(n)

XU(n)−XU(n+1)
. Since XU(n+1) > XU(n), V can not be greater than

1 as claimed by the author.

(ii) The marginal pdf of V is given as fV (v) =
βvβ−1

(v−1)β+1 , v > 1, β > 0. It is

not a pdf. For example suppose β = 2, then
∫∞

1
2v

(v−1)3 dv = ∞.

2. Chang’s Theorem 2 (Chang, [10]):

(iii) V =
XU(n)−XU(n+1)

XU(m)
. The pdf of V is given as fV (v) =

β

(1−v)β+1 , v < 0,

β > 0. It is not a pdf. For example suppose β = 2, then
∫ 1

0
2

(1−v)3 dv = ∞.

3. In the equation (1), (Chang, [10]), it is given F (x) = 1 − ( x
α
)−β , x > 1,

α > 0, β > 0. It is not a cdf unless α = 1. We are giving the corrections.
In what follows, we will first give the corrections of Chang’s results. Then a

generalization of Chang’s result will be given.

Theorem 3.2. Suppose that {Xn, n ≥ 1} is a sequence of i.i.d. rv ′s with

absolutely continuous (with respect to Lebesgue measure) cdf F (x). Suppose

F (1) = 0, F (x) > 0 for all x > 1 and f(x) = d
dx
F (x). Then F (x) = 1 − x−β,

x > 1, β > 0 if and only if
XU(n)

XU(n+1)−XU(n)
and XU(n), n ≥ 1 are independent.

Proof. If F (x) = 1− x−β , then the joint pdf of XU(n) and XU(n+1) is

fU(n),U(n+1)(x, y) =
βn+1(lnx)n−1

Γ(n)xyβ+1
, 1 < x < y < ∞, β > 0.

Let W = XU(n), V =
XU(n)

XU(n+1)−XU(n)
. Then

XU(n) = W and XU(n+1) =
V + 1

V
W.

It is easy to see that the pdf of W is fW (w) = βn(lnW )n−1

Γ(n)Wβ+1 . Further, we note

that the Jacobian of V and W = w
v2 . Hence, the joint pdf of V and W is given

by

fVW (v, w) =
βn+1(lnW )n−1

Γ(n)W
(

v

(1 + V )W
)β+1 w

v2

=
βn+1(lnW )n−1

Γ(n)W β+1
(

v

1 + v
)β+1 1

v2
.

It follows from the above that V is independent of W and has the pdf

fV (v) = βvβ−1(1 + v)−(β+1), v > 0, β > 0.



A NOTE ON THE CHARACTERIZATIONS OF PARETO DISTRIBUTION 839

The joint pdf of V and W is

fVW (vw) =
(R(w))n−1

Γ(n)
r(w)f(

1 + v

v
w)

w

v2
.

Since V and W are independent, the conditional pdf of V |W must be inde-
pendent. The pdf of W is

fW (w) =
(R(w))n−1

Γ(n)
f(w).

Thus the pdf of V is

fV (v) = f(
1 + v

v
w)

w

v2
1

1− F (w)
.

Integrating fV (v) from v0 to ∞, we obtain

1− FV (v0) = (1− F (
1 + v0

v0
w))

1

1 − F (w)
.

Since FV (v0) is independent of w, we can write

1− F (
1 + v0

v0
w)

1

1 − F (w)
= G(v0).

Hence

1− F (
1 + v0

v0
w) = (1 − F (w))G(v0).

Since 1 ≤ w < ∞, putting w = 1, we get

G(v0) = 1− F (
1 + v0

v0
w).

Thus

1− F (
1 + v0

v0
w) = (1 − F (w))(1 − F (

1 + v0

v0
w)).

Since the above equation is true for all v0 ≥ 0 and all w ≥ 1, we must have

F (x) = 1− x−β for all v ≥ 1 and β > 0.

This completes the proof. �

Theorem 3.3. Suppose that {Xn, n ≥ 1} is a sequence of i.i.d. rv ′s with

absolutely continuous (with respect to Lebesgue measure) cdf F (x). Suppose

F (1) = 0, F (x) > 0 for all x > 1 and f(x) = d
dx
F (x). Then F (x) = 1 − x−β,

x > 1, β > 0 if and only if
XU(n+1)−XU(n)

XU(n)
and XU(n), n ≥ 1 are independent.

Proof. The proof is similar to Theorem 3.2 and is omitted. �

Theorem 3.4 (A generalization of Chang’s result). Suppose {Xn, n ≥ 1} is a

sequence of independent and identically distributed absolutely continuous (with
respect to Lebesgue measure) random variables with cdf F (X). Suppose F (1) =
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0, F (x) > 0 for all x > 1 and f(x) = d
dx
F (x). Then

−

F (x) = 1 − x−δ, x ≥ 1,

δ > 0, if and only if
XU(m)

XU(n)−XU(m)
and XU(m), 1 ≤ m < n, are independent.

Proof. We have from (4), the joint pdf of XU(m) and XU(n) as

(7) fm,n(x, y) =
(R(x))m−1

Γ(m)

(R(y)−R(x))n−m−1

Γ(n−m)
r(x)f(y)

for 1 ≤ m < n, x < y.

Let U = XU(m) and V =
XU(m)

XU(n)−XU(m)
. Then XU(m) = XU(m), XU(n) =

U( 1
V
+1) and the Jacobian |J | =

∣

∣

∣

∣

∂(XU(m),XU(n))
∂(U.V )

∣

∣

∣

∣

= U
V 2 . Thus the joint pdf of

U and V is given by

(8)

fU,V (u, v)

=
(R(u))m−1

Γ(m)

(R(u( 1
v
+ 1)−R(u))n−m−1

Γ(n−m)

u

v2
r(u)f

(

u

(

1

v
+ 1

))

for 1 ≤ u < ∞, v ≥ 0. Substituting R(x) = δ lnx, f(x) = δx−(δ+1), we obtain
from (8)

fU,V (u, v)

=
δm−1(lnx)m−1

Γ(m)

(δ ln( 1
v
+ 1)n−m−1

Γ(n−m)

δ

x

u

v2
δ[u(

1

v
+ 1)]−(δ+1), 1 ≤ u < ∞, v ≥ 0.

Thus U and V are independent. Suppose U = XU(m) and V =
XU(m)

XU(n)−XU(m)
.

Then from (8), we must have the conditional pdf of V |U = u as

(9) fV |,U (v|u) =
(R(u( 1

v
+ 1)−R(u))n−m−1

Γ(n−m)

f(u( 1
v
+ 1))

−

F (u)

,

which will be independent of u. We can write (9) as

(10) fV,|U (v|u) =
(R( 1

v
+ 1))n−m−1

Γ(n−m)

u

v2
f(u( 1

v
+ 1))

−

F (u)

for 1 ≤ u < ∞, v ≥ 0. Since (10) is independent of U , we must have

(11)
1

v2
f(u( 1

v
+ 1))

−

F (u)

f(u( 1
v
+ 1))

−

F (u)

,

independent of u for all 1 ≤ u < ∞, v ≥ 0.

Suppose 1
v2

f(u( 1
v
+1))

−

F (u)

= g(v), where g(v) is independent of u. Taking u → 1,

we obtain g(v) = 1
v2 f(

1
v
+ 1). Thus

(12) f(u(
1

v
+ 1)) = f(

1

v
+ 1)

−

F (u)
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for all 1 ≤ u < ∞, v ≥ 0. Substituting t = 1
v
+ 1 in (12) and integrating both

sides of (12) with respect to t from t0 to ∞, we obtain

(13)
−

F (t0u) =
−

F (t0)
−

F (u)

for all u, 1 ≤ u < ∞ and t0 ≥ 1. The solution of Eq.(13) with the boundary

conditions
−

F (1) = 1 and
−

F (∞) = 0 is

−

F (x) = 1− x−δ, x ≥ 1, δ > 0.

This completes the proof. �

4. Concluding remarks

In this paper, some results on characterizations of Pareto distribution based
on upper record values have been obtained. It is hoped that the findings of this
paper will be useful for the practitioners in various fields of studies and further
enhancement of research in the fields of distribution theory and record values,
and their applications.
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