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Output Data Analysis of Simulation: A Review

Byeong Yun Chang1
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Simulation is the imitation of the operation of a real-world process or system over time. It concerns the study
of the operating characteristics of real systems. Typically, a simulation project consists of several steps such as data
collection, coding, model verification, model validation, experimental design, output data analysis, and
implementation. Among these steps of a simulation study this paper focus on statistical analysis methods of
simulation output data. Specially, we explain how to develop confidence interval estimators for mean | in terminating

and non-terminating simulation cases. We, then, explore the estimation techniques for f(), where the function f(*)

http://dx.doi.org/10.9709/JKSS.2012.21.3.011

is a nonlinear that is continuously differentiable in a neighborhood of p with £(u) #0.
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1. Introduction

Simulation is the imitation of the operation of a real
world process to understand the behavior of the
process or evaluate various operational policies. A
simulation study consists of several steps such as data
collection, coding, model verification, model validation,

experimental design, output data analysis, and imple-
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mentation. Among these steps this paper considers
output data analysis from a computer simulation.

In general, the objective of simulation output
analysis is to estimate some unknown characteristic or
parameter of the system being studied. The analyst
often wants not only an estimate of this parameter
value, but also some measure of the estimator’s

precision. Confidence intervals are widely used for this
purpose.

Let 15919
variables Y}, Y,

Y1, be a realization of the random
, Y, resulting from a simulation run
of length n observation (the j random number used

in the i run is denoted y,;;)- If we run the simulation
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with a different set of random numbers, we will then
obtain a different realization yy;,Y99,*"1¥s, Of the

random variables Y}, Y,,---, Y,

". In general, suppose
that we make ! independent replications (runs) of the
simulation (i.e., different random numbers are used for
each replication) of length n, the the following results

in the observations are obtained.

Yo Yip " Y
Yo" Y™ Yop
Yo Yip " Ynm

The observations from a particular replication (row)
are clearly not independent. However, note that the

" column) are inde-

data y, ;Y Yy, (from the j
pendent and identically distributed (IID) observations
of the random variable Y;-, for j=1,2,...,n. This
independence across runs is the key to certain relatively
simple output-data analysis methods. Then, from the
observations y;; (i=1,2,..,1;=1,2,..,n), we can
estimate some unknown parameter of the system and
find a confidence interval.

Throughout this paper, we will be referencing ideas
and thoughts from 071 n Section 2, we briefly review
the concept of simulation and steps of a simulation
study. We, then, categorize the simulations as termina-
ting and non-terminating simulations and investigate
simulation output analysis in both cases in Section 3.
In addition, we discuss the estimation techniques for
f(u) in a stationary stochastic process, where the
function f(+) is a nonlinear that is continuously
differentiable in a neighborhood of x with f' () = 0.
In Section 4, we present conclusions and future
research areas for the interested reader.

2. Simulation

[8], is “the process

Simulation, according to Shannon
of designing a model of a real system and conducting
experiments with this model for the purpose either of
understanding the behavior of the system or of

evaluating various strategies for the operation of the
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system.” With simulation people usually study real
processes or systems to understand, evaluate, and
improve. Therefore, to understand, evaluate, and im-
prove a real process or system they have goals of the
simulation study. These goals can be evaluated with
output performance measures such as total production,
average waiting time in queue, maximum waiting time
in queue, time-average number of entities waiting in
the queue, average and maximum total time in system
and utilization of a resource .

In general, a simulation model consists of the

following elements .

e Entities: Most simulations have “players” called
entities. Entities are the dynamic objects in the
simulation. They usually are created, move around
for a while, and then are disposed of as they leave.
Entities cause changes in the state of the simulation.

e Attributes: All entities have a common characteristic
called an attribute. However, one entity is differing
from another with a specific value of the attribute.

® Resources: Resources represent anything that entities
seize in the simulation. They have a restricted (or
constrained) capacity. Common examples of resources
include workers, machines, nodes in a communica-
tion network, traffic intersections, etc.

e Variables: A variable holds a piece of information
that reflects some characteristic of a process or
system, regardless of how many or what kinds of
entities might be around. There are many different
variables in a simulation model.

® Queues: Queues are places in the simulation where
entities wait for an unspecified period of time.
Entities can be waiting on resources to be available
or for a given system condition to occur.

e Statistical Accumulators: Statistical accumulators
collects statistics on certain state (such as the state
of a resources), or the value of global variables, or
certain performance statistics based on attributes of
the entity.

e Events: An event is something that happens at an
instant of simulated time that might change attributes,
variables, statistical accumulators such as arrival,



departure, and end events.
e Simulation Clock: The simulation clock holds the

current value of time in the simulation.

In a simulation study the random input causes
random output. Therefore, in a simulation with random
input, statistical analysis is needed. Unfortunately, since
simulations do not produce independent and identically
distributed normal data, we need different types of
techniques to deal with simulation output data than
“classical” statistical techniques Bl

In studying processes or system with simulation the
following steps are generally helpful. For the detailed

. 124
explanations refer to references "%,

® Understanding the system

e Have clear goals for the study
® Modeling and Coding

® Verification

® Design the experiments

® Run the experiment

® Analyze the results

® Presentation and Documentation

3. Simulation Output Analysis

In the step of output analysis in a simulation study
the analyst is often trying to estimate some unknown
characteristic or parameter of the process or system
being studied. The analyst often wants not only an
estimate of this parameter value, but also some measure
of the estimator’s precision. Confidence intervals are
widely used for this purpose.

3.1 Classification
e Terminating simulations: In the terminating

simulations, the length of the simulation run is
explicitly determined naturally. In addition, since
different runs in the terminating simulations use
independent random numbers and the same
initialization rule, the analyst can apply “classical”
statistical techniques with multiple runs. As

examples of terminating simulations we can

Output Data Analysis of Simulation: A Review

consider fast-food restaurants or banks open from
9AM to 6PM.

® Non-terminating simulation: In non-terminating
simulations, the analyst is interested in the long-
run behavior of the process or the system. If the
simulation runs long enough, it approaches a
“steady state,” independent of the simulation’s
initial conditions. In this case, however, “in the
long run” does not naturally determine the length
of the simulation run. To analyze output data from
non-terminating simulations the analyst needs to
understand more complex statistical techniques
than “classical” statistical techniques. As an ex-
ample of a non-terminating simulation we can
consider a continuously running production line in
which some long-run performance measure is
interested. The non-terminating simulations are
also called steady-state simulations.

3.2 Terminating Simulation Output Analysis
Consider the observations of ! independent replications

of the terminating simulation of length n. For now,
suppose that the analyst is interested in estimating the

performance measure

MEE[H.

Let us denote the sample mean from the 4"

replication, ¢ =1,2,...,], by

AX;;

3=

n
DY,
j=1

With X;s 100(1 —a)% two-sided confidence interval

for 1 can be constructed as follows.
wE Xi b 1a/2 S/ M

whee ¢, ~represents the 1—+ quantile of the ¢
-distribution with d degrees of freedom. In Eq. (1),

=L Yo%)
= , i T A
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where

!
/EE /l

i=1

is grand sample mean of all the replicate means. Since
the sample replication means X, X, -,.X, are IID
random variables and if n is large enough, the
confidence interval (1) can be constructed by the

central limit theorem.

3.3 Steady—State Simulation Output Analysis
Consider an experiment in which we wish to

estimate the mean p of a stationary (steady-state)
process, Y,j>1, e.g., the mean waiting time in a
stationary A4/ M/1 queueing system. Assume that the
initialization bias problem is ameliorated.

In this setting, to construct 100(1—«)% two-sided
confidence interval for g it is common to provide an

estimate of Var{?}, or, almost equivalently, the

variance parameter o> = limo?, where

no

YE Z EnVar[ﬂ

(provided that o} exists and is positive and finite).

There are a number of estimators for o2, as described
in standard references such as Law . One of the most
popular techniques in practice is the nonoverlapping
batch means (NBM) method which is explained as
follows.

The nonoverlapping batch means method is popular
among experimenters because of its simplicity and
effectiveness. In the batch means approach, the sample
Yy, Yy ¥,

n

is divided into sub-groups of samples,
and each sub-group is reduced to a single average
value — a batch mean. These batch means are then
used to estimate o”.

Suppose that one forms b nonoverlapping batches,

each of size m (assuming that n=mb):

@D =As 0Nt

=X

Batch 1: Y,,Y,,---, Y,

m

Batch 2: Y;n+17 Y;nJrZ"”’ Y‘;m

Batch b Y, 1), 400 Y- ymror - ¥
For i=1,2, .,

b and 7=1,2,...,m, let

— 1
Y;] 72}/7 1)m+k*

k=1

The NBMs are the averages Y, e 8=1,2,...,b, and

form a stationary process themselves.
If we choose the batch size m large enough, it is

reasonable to treat the Y,

i,m

as if they are IID normal
random variables with mean p. Then, for sufficiently
large m the variance of the batch means can be

estimated by their sample variance,

1 b
Z()/lm n,)

i=

= b_%z( YFIZW b7’?)7

Var[ Y, |=

—

and the NBM estimator of afl is given by

V= ol Var | V| = 230 (Vi T

where we use the approximation mVar[?m]¥

n Var 7,1]':02 for sufficiently large m. That is, we
estimate 02'—0771 by m times the sample variance of the

batch means.
As the batch size m—co,

2.2
~ D 0 Xp—1
Ve =™ 51 @

Based on (2),
100(1 — )% two-sided confidence interval for s as

we can form an asymptotic

follows.

= Y;zi tb*l,a/Z V VB/n .



The main problem with the application of the batch
means method for fixed sample size is the choice of
the batch size m. If m is too small, the batch means

Y,

;.mcan be highly correlated and the resulting con-
fidence interval may have coverage below the nominal
value 1—«. Alternatively, a large batch size can result
in very few batches and potential problems with the

high variability of the confidence interval half-width.

3.4 Estimation Technique for f(u)
In this section, we study confidence intervals for

f(u), where the function f(e) is nonlinear of
steady-state mean p. We collect n observations and
form b nonoverlapping batches, each of size m as in
subsection 3.3:

As point estimators for f(u), we can consider

(1) Classical estimator:
f=1¥)

(2) Batch means estimator:
— 1 —

fBE 3216( Y;,m)

i=1

(3) Jackknife estimator:

— 14~
f= ZZL
i=1
where
F=bi (V)= -1V,
and
- 1 -
Y*Lrn,: b_—:lE }/_;'.‘Hl'

j#i
As point estimators for Var [F(1)], we can consider

(a) The NBM variance estimator:

b — —19
Sh= ﬁﬂf )= Fal

i=1
(b) The Jackknife variance estimator:

1 e e
mZ[ff—fJ]~

i=1

S
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Then the batch menas and Jackknie variance
estimators obey

7f(i)_f(u) Etb , asm-—co 3)
Var|f(1)] o

where f(,u) can be fAC, fp oF E, and %r[f(,u”
can be Sp or S7.

Based on (3), an asymptotic 100(1—a )% two-sided
confidence interval for f(;) are given by

Flp) € Flu) 2ty oV Var[f()]

where f(u) can be fAC, f s OF }TJ, and @r[f(,u)}

can be S5 or S7.

4. Conclusions

This paper discussed output data analysis of
simulation output. The proper output data analysis is
the one of the most important aspects of a simulation
study. As discussed, simulation output is not following
data properties in “classical statistics” or IID normal.
Therefore, to deal with simulation output, we need
some special techniques such as multiple replications
and batch means. Besides of the techniques and issues
in this paper, there are numerous interesting topics in
simulation output analysis such as initialization problems,
comparison of systems, etc. For these topics you can
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