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Abstract  A 3D reconstruction technique from stereo images that requires minimal intervention from the user 
has been developed. The reconstruction problem consists of three steps of estimating specific geometry groups. 
The first step is estimating the epipolar geometry that exists between the stereo image pairs which includes 
feature matching in both images. The second is estimating the affine geometry, a process to find a special plane 
in the projective space by means of vanishing points. The third step, which includes camera self-calibration, is 
obtaining a metric geometry from which a 3D model of the scene could be obtained. The major advantage of 
this method is that the stereo images do not need to be calibrated for reconstruction. The results of camera 
calibration and reconstruction have shown the possibility of obtaining a 3D model directly from features in the 
images.

요  약  스테레오 영상으로부터 3차원 형상을 구현함에 있어 사용자의 개입을 최소로 필요로 하는 기법을 개발하였
다. 형상구현은 특정 기하학 그룹을 평가하는 3단계로 이루어진다. 1단계는 영상에 존재하는 epipolar 기하 평가로 각 
영상에서의 특정점들을 일치시킨다. 2단계는 소실점 방법을 이용하여 투영공간에서 특정평면을 찾는 affine 기하 평가
이다. 3단계에서는 카메라의 자기보정을 포함하며 3차원 모델이 얻어질 수 있는 계량 기하 변수를 구한다. 이 방법의 
장점은 형상구현을 위해 스테레오 영상을 보정할 필요가 없는 것으로, 그 구현가능성을 실증하였다.   
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1. Introduction

The need for 3D reconstruction of structure and motion 
from un-calibrated 2D images has been continuously 
increased in many areas such as computer vision, robot, 
architecture, and medicine. Significant progress has been 
made during the past two decades[1-3]. However, most of 
the efforts have been focused on the development of high 
accuracy and complete modeling of complex scenes based 
on matching primitive features, such as points and lines 

regardless of their relationships or context in the scene.
In recent years, many researchers have focused on the 

use of geometric constraints arising from the scenes to 
optimize the reconstruction.[4-7]. Such constraints include 
parallelism, orthogonality, coplanarity and other special 
inter-relationship of features. Werner and Zisserman 
developed the idea of automatically fitting a plane and 
modeling the perturbation surfaces of architectures[8]. The 
model is parameterized by combining disparity and 
gradient extrema and is trained from examples. This 
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method is based on a relatively good projective or metric 
reconstruction of points and lines, which may not be 
available in some situations. In the process of developing 
the technique,  the need to reconstruct 3D line segments 
has been arisen [9-10]. 

Xu et al. proposed a linear algorithm for camera 
calibration and reconstruction from two views given 
homography of two planes in space[11]. The method 
calibrates two one-parameter cameras under the 
assumption of zero-skew, unit aspect ratio and the 
principal point being at the image center. However, this 
method requires a lot of human interactions.

In this research, an automatic 3D reconstruction 
technique from two stereo images of an object has been 
developed. 

2. Theory

3D model reconstruction procedure from a pair of 
stereo images consists of following steps and the process 
is illustrated in Fig.1 

[Fig. 1] Outline of the reconstruction method

1. Features are detected in each image independently 
and a set of initial matching of features is 
calculated.

2. A fundamental matrix is calculated using the set of 
initial matches. False matches are discarded and the 
fundamental matrix is refined.

3. Projective camera matrix is established from the 
fundamental matrix, and upgraded to an affine 
camera matrix using the plane at infinity.

4. Triangulation method is used to obtain a full 3D 
reconstruction model with the use of  metric camera 
matrix[12].

5. If necessary, dense stereo matching technique is 
applied to obtain a 3D model to be reconstructed.[13].

2.1 Feature Detection and Matching

Image matching is a fundamental problem in computer 
vision which includes object or scene recognition, 
obtaining 3D structure from multiple images, stereo 
correspondence, and motion tracking. In this study SIFT 
(Scale Invariant Feature Transform) method which 
transforms image data into scale-invariant coordinates 
relative to local features has been used. A typical image 

of size × pixels can generate up to about 2000 
stable features depending on both image content and 
choices for various parameters.

Sets of image features are generated in the following 
computing stages.

1. Scale-space extreme detection: All scales and image 
locations are searched. This process can be 
efficiently implemented by using a 
difference-of-Gaussian function to identify potential 
interest points which are invariant to scale and 
orientation.

2. Key point localization: At each candidate location, 
a detailed model is fit to determine the location and 
scale. Key points are selected based on the 
measures of their stability.

3. Orientation assignment: One or more orientations is 
assigned to each key point location based on local 
image gradient. All operations in the next steps are 
performed with the image data transformed relative 
to the assigned orientation, scale, and location for 
each feature, thereby providing invariance to these 
transformations.

4. Key point descriptor: Local image gradients are 
measured at the selected scale in the region around 
each key point. These are transformed into a 
representation which allows significant levels of 
local shape distortion and change in illumination.
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2.2. Camera Self-calibration

2.2.1 Simplified Kruppa Equations

Simpler type variants of the Kruppa equations are 
applied[14]. These equations help to reduce the number of 
equations of six in the original formulation. And it 
becomes easier to select the equations to employ for 

self-calibration. It helps to avoid employing the epipole ′ 
which is difficult to estimate accurately in the presence of 
noise and degenerate motions. And the Singular Value 

Decomposition (SVD) of the matrix   is employed[14]:

  (2.1)

Recalling that   is of rank two, the diagonal matrix  
has the following form:












  
  
  

(2.2)

where  and   are the eigenvalues of the matrix  , 

whereas  and  are two orthogonal matrices.

As  is a diagonal matrix having the last element of 

zero, the following direct solution for ′ is obtained:

′   ≠ (2.3)

with      . Then, the matrix ′ ×  is equal to

′ ×   (2.4)

Substitution of Eq. (2.4), yields a new expression for 
the Kruppa equations:

  ′ ≠ (2.5)

Since  is an orthogonal matrix, left and right 

multiplication of Eq.(2.5) by  and   respectively, 
yields the following notably simple expression for the 
Kruppa equations:

  ′ (2.6)

Because of the simple form of the matrices  and , 
Eq.(2.6) corresponds to three linearly dependent 

equations. Practically denoting the column vectors of  

by     and  by    , the matrix equation 

(2.6) is equivalent to
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The above expressions finally yield the following three 

linearly dependent equations for the matrices  and  ′:
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 (2.7)

  
Only two out of these three equations are linearly 

independent. They are the simplified Kruppa equations 
derived in a particularly straightforward manner. 
Moreover, the use of SVD should be taken into account 
to deduce three equations out of six in the original 
formulation. It should be noted that the simplified Kruppa 
equations are not symmetric with respect to the pair of 
images used. Since the fundamental matrix defined by 
reversing the role of the images in a pair is equal to 

 , the analogous of Eq.(2.6) becomes 

  ′ , which is different from 
Eq.(2.6).

2.2.2 Intrinsic Parameter with the use of the 

Simplified Kruppa Equation

Once the fundamental matrix is recovered the camera 
intrinsic matrix can be recovered. For the time being, only 
the case of self-calibration for unknown focal length is 
considered to be implemented. This is based on a general 
assumption that, for modern well engineered cameras, the 

principal point    is at the centre of the image and 

the aspect ratio is one. It is also assumed that the intrinsic 
matrixes of the images (no zoom) are the same, so 
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2.3 Extrinsic Parameters

The fundamental matrix   describes the epipolar 
geometry between the pair of views considered. It is the 

equivalent to the essential matrix  ×  for the 

uncalibrated case, as dictated by

  ′  (2.8)

Due to the above relation, can be written as a 
function of F as follows:

 ′ (2.9)

The essential matrix, has only five degrees of freedom: 

both the rotation matrix   and the translation  have 
three degrees of freedom each, still there is an overall 
scale ambiguity like the fundamental matrix, the essential 
matrix is a homogeneous quantity[15].

The symmetric matrix   is independent of the 

rotation   since

 ×
×

  ××
 (2.10)

 ′ ×× ′  (2.11)

where  is the symmetric matrix  . This equation 
will be employed in deriving the Kruppa equations 
algebraically.

Comparing this with the relation ′  for the 
fundamental matrix gives the relationship between the 
fundamental and essential matrices as

 ′ (2.12)

The extrinsic parameters can be extracted when the 
intrinsic parameters are determined using the non-linear 
algorithms.

3. Experimental Results and Analysis 

3.1 3D Reconstruction

If the two points in two images satisfy the epipolar 

constraint, ′ , and camera matrices  and  ′ 
are known, the epipolar constraint ensures the existence of 
the epipolar plane which contains the backward projected 

rays from   and ′. When the two rays share a 

common plane, they intersect at a point . The projection 

of this point  using camera matrices  and  ′ gives 

 and ′.  Then the triangulation method is applied to 

estimate 3D points from a pair of points in two images.

If camera matrices ( and  ′) and 2D feature points 

(  and ′) are given, 3D points can be calculated using 
non iterative Linear triangulation method. The projection 

equations   and ′  ′ can be expressed as 

a linear system of equation . Then the 
homogeneous scale factor can be eliminated by a cross 
product and each image point provides three equations, 
two of which are linearly independent. For instance 

×   yields

  
    
   

where    are the rows of camera matrix  [12]. This 

can also be written as ×   . Now 
considering both projections, a system of the form 

 can be composed, where





 


×

′ × ′

3.2 Reconstruction Results

Two stereo images of an object can be acquired by 
taking images either using two cameras at the same time 
or one camera at a sequential time. In this study, pair of 
images has been  acquired with the sequential use one 
camera. The resolution of the camera used for the 
measurement was 1.2M pixels (3,872 × 2,592).

Case 1: The technique developed has been applied for 
a cuboid. The pair of images used for 3D reconstruction 
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are shown in Fig. 2. All matching points detected are 
shown in Fig. 3.

[Fig. 2] Stereo Image Pair (640 ×  480 pixels)

[Fig. 3] Corresponding Points of Stereo image

Reconstructed 3D points seen from the front and the 
top are shown in Fig. 4.

[Fig. 4] Reconstructed 3D points of the cuboid : Front and 

top view

Case 2: Another trial has been made for an object with 
curved surface. The pair of images used is shown in Fig. 
5. And the matching points detected from the stereo 
images of the cup are shown in Fig. 6.

Reconstructed 3D points of the cup are shown in Fig. 7.

 

[Fig. 5] Stereo Image Pair (Left and Right image, 640 ×  

480 pixels)

[Fig. 6] Corresponding points of stereo images

[Fig. 7] Reconstructed 3D points of the cup : Front and 

top view
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3.3 3D Textured Model

As the matching algorithm for un-calibrated stereo 
images gives only a few points matched. a dense stereo 
matching method has been applied to increase the number 
of matching points. For dense stereo matching[1,13], 
stereo images need to be rectified for the search space to 
be one dimensional. After the image rectification, 
matching points in the second image can be obtained in 
almost all corresponding pixels in the first image.

The 3D textured model is obtained from each pixel of 
the disparity map. The disparity index works as an index 
for the left image and the value of disparity as horizontal 
offset of the index in the right. With the aid of the 
rectified camera projection matrices and the triangulation 
method, each point is reconstructed and assigned with the 
average pixel value from both images. The reconstructed 
3D points are shown in Fig. 8. Points linked based on 
Delaunay triangulation are shown in Fig. 9.

[Fig. 8] Reconstructed 3D points of a cup 

[Fig. 9] Reconstructed 3D texture model

3.4 Scale Factor

Successful 3D reconstruction depends on the priori 

knowledge available on the parameters of the stereo 
system. If the intrinsic parameters and extrinsic 
parameters are available, the metric reconstruction can be 
made with a scale factor. The scale factor can be 
determined with the known distance between two points 
of the observed image. 

The metric structure preserves not only parallelism but 
also angles and length ratios. Thus the ratio of a certain 
length on real object and its corresponding image can 
give a scale factor, which enables the estimation of the  
dimension of the real object. 

To assess the accuracy of the technique, six sets of 
corresponding lengths of the cuboid are both measured on 
the real object and calculated in its two images. The 
measured edge lines are shown in Fig. 10 and the results 
are given in Table 1. The comparison gives that the 

average relative error is less than  with the 

maximum of .

[Fig. 10] Edges of a cuboid measured

[Table 1] Comparison of reconstructed distances and real 

distance

Results of measurement using this method are shown 
in Figure 11(a) and Fig. 11(b), and it can be observed that 
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outlines of the paper box in different profiles are 
preserved after the 3D reconstruction. 

Fig. 12(a) and Fig. 12(b) are the results of 3D 
reconstruction of a cup and sectional profiles are 
compared with those of actual profiles. Only small 
deviation in the profiles can be observed in the 
comparison. And this method proved to be applied in the 
measurements of length, width and depth of real 
objectives.

[Fig. 11(a)] A-B outline of the box measured

[Fig. 11(b)] C-A-E outline of the box measured

(a) A-A section 

(b) B-B Section
[Fig. 12] Cross sectional profile of the cup measured

4. Conclusion

1. A 3D reconstruction technique from two stereo 
images, which requires minimal intervention of the 
user, has been developed.

2. Simplified Kruppa equations enable the selection of 
equations for self-calibration and helps to avoid 
employing epipole in the presence of noise. 

3. Test results show that this technique can be applied 
with acceptable level of errors. 
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