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Abstract 
Face recognition has wide applications in security and surveillance systems as well as in robot vision and machine interfaces. Conventional 
challenges in face recognition include pose, illumination, and expression, and face recognition at a distance involves additional challenges 
because long-distance images are often degraded due to poor focusing and motion blurring. This study investigates the effectiveness of 
applying photon-counting linear discriminant analysis (Pc-LDA) to face recognition in harsh environments. A related technique, Fisher linear 
discriminant analysis, has been found to be optimal, but it often suffers from the singularity problem because the number of available training 
images is generally much smaller than the number of pixels. Pc-LDA, on the other hand, realizes the Fisher criterion in high-dimensional 
space without any dimensionality reduction. Therefore, it provides more invariant solutions to image recognition under distortion and 
degradation. Two decision rules are employed: one is based on Euclidean distance; the other, on normalized correlation. In the experiments, 
the asymptotic equivalence of the photon-counting method to the Fisher method is verified with simulated data. Degraded facial images are 
employed to demonstrate the robustness of the photon-counting classifier in harsh environments. Four types of blurring point spread 
functions are applied to the test images in order to simulate long-distance acquisition. The results are compared with those of conventional 
Eigen face and Fisher face methods. The results indicate that Pc-LDA is better than conventional facial recognition techniques. 
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1. Introduction 
 
Face classification has many applications in security 

monitoring, intelligent surveillance, robot vision, human-
machine interface, and image retrieval [1, 2]. It is challenging 
to classify a facial image acquired in an uncontrolled setting 
like long distance. Various classifiers have been developed on 
the basis of statistical analyses [1-9]. Among them, Fisher 
Linear discriminant analysis (LDA) is a popular technique 
because it enables the maximization of the discrimination 
capability through the Fisher criterion [10]. However, Fisher 
LDA often encounters the singularity problem of within-class 
covariance matrix, which is often called the “small sample size 
(SSS) problem” [11]. The SSS problem occurs in most 
practical cases, when the number of pixels is larger than the 
number of available training images. Several approaches have 
been applied to overcome this problem, including 
dimensionality reduction using principal component analysis 
(PCA) [3, 4], regularized LDA methods [5, 6], and replacement 
of the inverse of the within-class matrix with a pseudo-inverse 
matrix [7]. However, these approaches cannot ensure the 
optimality of the Fisher criterion.  

In this paper, photon-counting (Pc) LDA is applied to facial 
image recognition in harsh environments. Pc-LDA does not 
suffer from the singularity problem because it realizes the 
Fisher criterion with the Poisson probability model [12, 13]. 
Pc-LDA was proposed for the classification of photon-limited 
images obtained under low illumination.  

In the original Pc-LDA, intensity images are trained to build 
the classifier, and the class decision is made by a photon-
limited image. In this study, Euclidean distance- and 
normalized correlation-based decision rules are used to classify 
the intensity image, which is derived by a Bayesian estimation 
of the photon-limited image. One advantage of Pc-LDA is that, 
unlike Fisher LDA, it does not involve dimensionality 
reduction [3, 4]. Another advantage is that the classifier is 
robust to distortion, such as blurring and noise corruption, 
because the Fisher criterion is realized in high-dimensional 
space.  

In the experiments, simulated data are used to verify the 
asymptotic equivalence of Pc-LDA to Fisher LDA. Test images 
are degraded by applying defocusing and motion blurring point 
spread functions (PSFs) in order to simulate image acquisition 
at a distance. The discrimination capability is evaluated by the 
average detection (PD) and false alarm (PFA) probabilities. The 
performance is compared with that of conventional methods, 
such as Eigen face (PCA) and Fisher face (PCA + Fisher LDA).  

The rest of the paper is as follows. In Section II, photon 
counting linear discriminant analysis and the two types of 
decision rules are described. Section III demonstrates the 
experimental and simulation results, and Section IV presents 
the conclusions. 
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2. Photon Counting Linear Discriminant 
Analysis 

 
The Pc-LDA realizes the Fisher criterion using the Poisson 

distribution which characterizes the semi-classical photo-
detection model [14]. A random vector y can be considered a 
new feature vector corresponding to a normalized image vector 
x. The dimensions of x and y are the same, which is the number 
of pixels d. Each component of y follows the independent 
Poisson distribution with the parameter Npxi, that is, yi~ 
Poisson(Npxi); xi is the normalized intensity at a pixel i such 
that 

1
1

=∑
=

d

i
ix

, and Np is the total number of average photo-

counts since .)(
11

p

d

i
ip

d

i
i NxNyE == ∑∑

==

 

 
The between-class covariance measures the separation of 

classes as   
 

,

]))([(
2

||

B
xxp

t
yjyyjyj

B
yy

N

E

Σ=

−−=Σ μμμμ

      
(1) 

 
where the class-conditional mean and the mean vectors are 
derived as ,|| jxpjy N μμ =  and 

xpy N μμ = , respectively, 

and j indicates a class, superscript t denotes matrix transpose. 
The within-class covariance matrix measures the concentration 
of members in the same class as 

  

.)(

]}|))([({
2

|||

W
xxpxp

t
jyjyjyj

W
yy

NdiagN

jEE

Σ+=

−−=Σ

μ

μyμy      (2) 

 
In consequence, the following Fisher criterion can be 

derived: 
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where the column vectors of WP are equivalent with the 
eigenvectors of B

xx
W
xxPx N ΣΣ+ − ˆ]/)([diag 1μ  corresponding to 

the non-zero eigenvalues. It is noted that ]/)([diag W
xxPx N Σ+μ     

is non-singular because of the non-zero components of xμ̂ . 

  The class decision can be made by maximizing a score 
function as the following:  
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where c is the number of classes. The following score functions 
are derived which are based on Euclidean distance or 
normalized correlation. 
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The photo-counting vector yu of an unlabeled object is required 
for class decision in Eqs. (5) and (6). Alternatively, yu can be 
estimated with the intensity image vector xu. Since the 
minimum mean-squared error (MMSE) estimation is the 
conditional mean [15], a point estimation of yui becomes 

uipuiui xNxyE =)|( , where yui and xui are the i-th component 

of yu and xu, respectively. In consequence, Eqs. (5) and (6) are 
equivalent with the score functions in Eqs. (7) and (8), 
respectively: 
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The mean-squared error is the same with the variance of yui, 

which is Npxui. The MS error increases as Np increases, 
however the Pc-LDA converges to the Fisher LDA as Np goes 
to the infinite as  

 

.
||
||

|]/)(diag[|
||lim

WW
WW

WNW
WW

W
xx

t

B
xx

t

W
xxpx

t

B
xx

t

NP Σ
Σ

=
Σ+

Σ
∞→ μ

   (9) 

 

In order to evaluate the performance of the classifiers, two 

performance measures are employed. One is probability of 

correct decision (PD) and the other is probability of false alarm 

(PFA) [11]. They are, respectively defined as  
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In the experiments, the average PD and PFA over call classes are 

calculated.  

 

 

3. Experimental and Simulation Results 
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  This section describes two types of experiments. The first is 
for the verification of Pc-LDA with artificially generated 
random vectors. In the second type of experiments, face 
recognition tests are performed to evaluate the robustness of 
Pc-LDA. 

 
3.1. Pc-LDA verification 
 
  In the first type of experiments, three sets (classes) of three-
dimensional multivariate Gaussian random variables are 
generated. The mean vectors of the three classes are set to [5 0 
5]t, [-5 -5 0]t, and [5 -5 0]t. The covariance matrix of all classes 
is the 3×3 identity matrix. One hundred random vectors are 
generated for each class. Ten vectors per class are trained, and 
the other 90 vectors per class participate in the decision process. 
Figure 1(a) represents the Pc-LDA projection results when Np = 
10. Figures 1(b) and 1(c) show the results for Np = 100 and Np 
= 1000, respectively. Figure 1(c) is almost identical to Figure 
1(d), which is the Fisher LDA projection. As Np increases, the 
decision boundary of Pc-LDA becomes more similar to that of 
Fisher LDA. 
 

 
(a)                       (b) 

 
           (c)                     (d) 
Figure 1. (a) Pc-LDA when Np=10, (b) Np =100, (c) Np =1000, 
(d) Fisher LDA, filled marks are the mean vectors of training 
data. 

 
3.2. Face recognition 
 
  The “ORL” facial image database [16] is used in the second 
experiment. This database is composed of 40 classes (persons), 
each of which comprises 10 facial images captured with 
different pose, illumination, or expression. The image size is 92 
× 112 pixels. The first three images of each class are trained, 
and the other seven images are provided as unknown inputs. 
Figure 2 shows the training image samples of classes 1 to 10.  

 
Figure 2. Image samples (class 1-10) in ORL database. 

 
  Figures 3(a)-(c) represent discriminant vectors of the Pc-
LDA, Fisher face, and Eigen face, respectively, in the image 
format. As seen in the figures, Pc-LDA is better at representing 
the structural diversity, whereas the Eigen face method relies 
the most on the energy distribution. Thus, Pc-LDA can 
construct the decision boundary with higher discrimination 
capability than the other methods.  

 

 
(a) 

 
(b) 

 
(c) 

Figure 3. (a) Pc-LDA face, (b) Fisher face, (c) Eigen face. 

 
  The average PD and PFA are obtained in order to compare the 
recognition performance. Figures 4 and 5 show the recognition 
results obtained with the Euclidean distance and normalized 
correlation decision rules, respectively. Cases 1-4 represent the 
number of trained classes, which are 10, 20, 30, and 40. As 
shown in the figures, Pc-LDA outperforms the other classifiers. 
The normalized correlation affords better performance than 
Euclidean metric for Pc-LDA. It can be thought that the 
normalized correlation is more suitable since it measures the 
deviation of the direction on the optimal subspace whereas the 
Euclidian metric compares the absolute distance to the class 
means regardless of their locations. 
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(b) 

Figure 4. Classification results with the Euclidean distance 
decision rule, (a) PD, (b) PFA. 
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(b) 

Figure 5. Classification results with the normalized correlation 
decision rule, (a) PD, (b) PFA. 

In order to simulate long-distance acquisition, test images are 
blurred by out-of-focus and motion blurring PSFs as illustrated 
in figure 6. Types 1 and 2 comprise images rendered out-of-
focus by applying circular averaging with small and large 
radius sizes. Types 3 and 4 comprise images that have 
undergone light and heavy motion blurring, respectively. The 
radius size of Types 1 and 2 are 4 and 8 pixels, respectively. 
Types 3 and 4 involve a filter to approximate the linear motion 
of a camera by l pixels, with an angle of θ degrees in a 
counter-clockwise direction [17]. The parameters are set at 10 
pixels and 22.5°, and 20 pixels and 45°, for light and heavy 
motion blurring, respectively. Figures 7 and 8 show the 
recognition results for the normalized correlation decision rule 
for case 2 and case 4, respectively. 
 

 
(a) 
 

 
(b) 
 

 

(c) 
 

 
(d) 

 
(e) 

Figure 6. Test image samples (class 1-5) for (a) No blurring, (b) 
Type 1, (c) Type 2, (d), Type 3, (e) Type 4.  

 
Figures 7 and 8 show the recognition results with the 

normalized correlation decision rule. The results with 20 
classes are trained in figure 7 and all of 40 classes are trained in 
figure 8. As illustrated in figures 7 and 8, Pc-LDA is more 
tolerant to the image distortion than the other methods, 
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especially for images rendered heavier blurring in Types 2 and 
4.  
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Figure 7. Classification results for degraded images (Case 2), 
(a) PD, (b) PFA. 
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            (b) 

Figure 8. Classification results for degraded images (Case 4), 
(a) PD, (b) PFA. 
 
 

4. Conclusion 
 

This study investigated the effectiveness of a facial recognition 
system based on Pc-LDA when applied to images captured in 
harsh environments. Two decision rules, Euclidean distance 
and normalized cross correlation, were employed. It was found 
that Pc-LDA overcame the SSS problem when realizing the 
Fisher criterion, without dimensionality reduction, and afforded 
robust performance in facial recognition in highly degraded 
images. The results indicate that Pc-LDA is better than 
conventional facial recognition techniques. 
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