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ABSTRACT
Data mining and knowledge discovery techniques have shown to be effective in finding hidden underlying rules inside large 

database in an automated fashion. On the other hand, analyzing, assessing, and applying students’ survey data are very important 
in science and engineering education because of various reasons such as quality improvement, engineering design process, innovative 
education, etc. Among those surveys, analyzing the students’ views on science-technology-society can be helpful to engineering 
education. Because, although most researches on the philosophy of science have shown that science is one of the most difficult 
concepts to define precisely, it is still important to have an eye on science, pseudo-science, and scientific misconducts. In this 
paper, we report the experimental results of applying decision tree induction algorithms for analyzing the questionnaire results of 
high school students’ views on science-technology-society (HS-VOSTS). Empirical results on various settings of decision tree 
induction on HS-VOSTS results from one South Korean university students indicate that decision tree induction algorithms can be 
successfully and effectively applied to automated knowledge discovery from students’ survey data.
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I. Introduction1)

Data mining and knowledge discovery techniques have 

shown to be effective in finding hidden underlying rules 

inside large database in an automated fashion [1]. Several 

data mining algorithms such as decision tree induction 

algorithms [2,3], artificial neural network learning algorithms 

[4,5], Bayesian networks [6,7] and support vector machines 

[8,9] have been successfully applied to various real world 

applications including health informatics [10], bio-informatics 

[11], security informatics, etc.

On the other hand, analyzing, assessing, and applying 

students’ survey data are very important in science and 

engineering education because of various reasons such 

as quality improvement [12], engineering design process 

[13], innovative education, etc. Among those surveys, 

analyzing the students’ views on science-technology-society 

can be helpful to engineering education [14]. Because, 

although researches on the philosophy of science have 
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shown that science is one of the most difficult concepts 

to define [15-18], it is still important to have an eye on 

science, pseudo-science, and scientific misconducts. 

However, there have been few literatures on the appli-

cation of data mining algorithms for the analysis of survey 

and questionnaire results for the problem of engineering 

education. Therefore, it would be interesting and significant 

contributions if we systematically explore and analyze 

students’ survey and questionnaire data using data mining 

algorithms. Fig. 1 summarizes our idea explained above 

and shows the flow of our research contribution.

Fig. 1 Flow of research contribution
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Following these background, in this paper, we report 

the experimental results of applying decision tree induction 

algorithms for analyzing the questionnaire results of high 

school students’ views on science-technology-society (HS- 

VOSTS) [19].

Empirical results of decision tree induction on HS-VOSTS 

from one South Korean university students are somehow 

mixed, but indicate that decision tree induction algorithms 

can be successfully and effectively applied to automated 

knowledge discovery from students’ survey data.

II. Decision Tree Induction

Data mining and knowledge discovery techniques have 

shown to be effective in finding hidden underlying rules 

inside large database.

Several data mining algorithms such as decision tree 

induction algorithms, artificial neural network learning 

algorithms, Bayesian networks and support vector machines 

have been successfully applied to various real world 

applications including health informatics, bio-informatics, 

security informatics, etc.

The following list shows popular learning algorithms for 

analyzing databases.

● Decision tree induction

- ID3 [2]

- C4.5 [3,22]

- C5.0 [3,23]

- CART [3,24]

- CHAID [3,25]

● Artificial neural network

- Hopfield [4]

- Kononen map [4]

- Backpropagation [4]

● Bayesian networks

- Naive Bayes [7]

- K2 [7]

- Independent Component Analysis [7]

● Support vector machines

- Quadratic programming [8]

- Sequential Minimal Optimization [9]

DecisionTreeInduction (given data D) 

Begin

Choose the best test T among the tests generated from D

Partition D into D1, D2, D3, and Dn according to T

If the partition is statistically significant enough (i.e. 

pre-pruning)

Generate a child node with the test T 

For each Di of {D1,D2,D3,…,Dn} do 

DecisionTreeInduction(Di)

Else

Generate a leaf node with the best label L that 

represents the data D

End

Fig. 2 Traditional Decision Tree Induction Algorithm

There have been diverse researches on induction of 

decision trees from data [2,3,20,21]. That is, the decision 

trees are automatically generated from computer programs. 

(If they are manually generated by human experts, it is not 

quite interesting for data mining/machine learning experts.) 

The trees help users to make a decision by intuitively 

indicating a path from the root to one of the leaves as an 

ordered set of tests for the decision. Usually each test 

represents a specific value of an attribute in the data.

Traditional decision tree induction algorithms work as 

in Fig. 1. Note that we sometimes apply post-pruning to 

a full generated decision tree after the induction.

There have been many actual decision tree induction 

algorithms studied and widely used. Those widely used 

algorithms include C4.5 [22], C5.0 [23], Classification and 

Regression Tree (CART) [24], and CHi-squared Automatic 

Interaction Detector (CHAID) [25]. 

There have been diverse researches on induction of 

decision trees from data. The trees help users to make a 

decision by intuitively indicating a path from the root to 

one of the leaves as an ordered set of tests for the 

decision. Usually each test represents a specific value of 

an attribute in the data.

Popular decision tree learning algorithms include the 

following:

● ID3 uses information gain for splitting criteria. 

● C4.5 uses gain ratio for splitting criteria.

● C5.0 is a commercial algorithm of which the splitting 

criteria is unknown. 
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● Classification and Regression Tree (CART) uses minimum 

description length (MDL) as a splitting criteria.

● CHi-squared Automatic Interaction Detector (CHAID) 

uses chi-squre measure as a splitting criteria.

III. High School Students' Views On Science- 

Technology-Society (HS-VOSTS)

Before we discuss HS-VOSTS and our approach, it is 

worth while to introduce “two cultures”. There is a big 

gap between the researchers/scholars from humanities and 

natural sciences[29]. For example, Hardy questioned on 

the definition of “intellectual people” [29], and Feynman 

also counter-argued to an artist on the relation of scientific 

knowledge and artistic sense in “The pleasure of finding 

things out”[30]. In South Korea, students are forced to 

choose their major between “humanity” and “natural science” 

when they are in high schools. Now, many scholars in 

Korea insist that even graduate students need to have 

knowledge of both humanities and natural sciences.

There have been researches on the definition of so-called 

“science”. Carnap [31] and Hempell [32] in Vienna circle 

tried to define science as an inductive process from repeated 

observations. Finally, Popper stated that scientific knowledge 

evolves itself through conjectures and refutations [33]. 

And many philosophers such as Feyerabend [34], Lakatos 

[35], Kuhn [36] continued researching on science.

In Asia, science is translated into ‘科學’. It is interesting 

that science was once referred as ‘格物’, ‘格治’, which 

were taken from Great Learning, one of classic textbooks 

on Confucianism.

Although researches on the philosophy of science have 

agreed that science is one of the most difficult concepts 

to define, it is still important for students to have an eye 

on science, pseudo-science, and scientific misconducts. 

Those pseudo-science includes water cures, dousing, iron 

pegs in Korean mountains. 

In Science-Technology-Society (STS) field, researchers 

are interested in the science and technology conducted 

in society. [37]

HS-VOSTS [19] is an useful instrument for monitoring 

students’ beliefs and viewpoints on STS topics. It has 23 

multiple-choice items on four categories. When Lim et al. 

[19] have developed HS-VOSTS, they firstly have con-

structed categorical scheme based on many instruments 

for evaluating students’ understanding of STS, literature 

review, and STS learning goal. Then, they have developed 

multiple-choice items through four steps.

In the first step, they formed some pairs of statement 

on each subordinate category. Next, 772 students responded 

the student statement questionnaires which were based 

on the pairs of statement. In the second step, they analyze 

the response written by the students to common viewpoints 

and constructed the first multiple-choice items. In the 

third step, they implemented the semistructured interview 

with 28 high school students and the constructed second 

multiple-choice items. In the fourth step, they developed 

the final version of the instrument through the analysis 

of the students’ response on the second multiple-choice 

items.

IV. Experiments

It would be interesting and significant contributions if 

we systematically explore and analyze students’ survey 

and questionnaire data using data mining algorithms.

We report the experimental result of applying a decision 

tree induction algorithm for analyzing the questionnaire 

results of high school students’ views on science-technology 

-society (HS-VOSTS)

We distributed HS-VOST questionnaires to 190 students 

in one South Korean university.

The task of the decision tree learning algorithm (C4.5) 

is to detect where a student majors in humanities, natural 

sciences, or media art & athlete. 

If the algorithm performs well, that indicates that there 

might be a fundamental gap on understanding STS between 

the students from humanities, natural sciences, or media 

art & athlete. 

If the algorithm performs poorly, that indicates that, in 

spite of separate training, there might be no big gap on 

understanding STS between the students from humanities, 

natural sciences, or media art & athlete.

Empirical results of decision tree induction on HS-VOSTS 
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from one South Korean university students are somehow 

mixed, shown in the Figs 3,4,5,6 and Table 1,2,3,4. However, 

these results indicate that decision tree induction algorithms 

can be successfully and effectively applied to automated 

knowledge discovery from students’ survey data. Ten-fold 

stratified cross-validation of data has been used for the 

evaluation in the experiments.

Fig. 3 shows the generated decision tree using C4.5 

algorithm for the task of classifying a student’s major 

(humanities, natural sciences, or media art & athlete). The 

number of nodes in the tree is 51 including 26 leaves.

The confusion matrix for the 10-fold cross validation 

Fig. 3 Results of decision tree on HS-VOSTS to classify 
humanities, natural sciences, and media art & 
athlete

Table 1 Confusion matrix from the classification of hu-
manities, natural sciences, and media art & athlete

Predicted

Actual
Art Human Science

Art 3 16 4

Human 12 64 23

Science 6 26 12

scheme is in the Table 1. The accuracy is 47.59%.

Fig. 4 shows the generated decision tree using C4.5 

algorithm for the task of classifying a student’s major 

(media art & athlete or others). The number of nodes in 

the tree is 5 including 3 leaves.

Fig. 4 Results of decision tree on HS-VOSTS to classify 
media art & athlete and other majors

Table 2 Confusion matrix from the classification of media 
art & athlete and others

Predicted

Actual
Art Else

Art 2 21

Else 7 136

Fig. 5 Results of decision tree on HS-VOSTS to classify 
humanities & athlete and other majors
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Table 3 Confusion matrix from the classification of hu-
manities and others

Predicted

Actual
Humanities Else

Humanities 56 43

Else 37 30

Fig. 6 Results of decision tree on HS-VOSTS to classify 
science and other majors

Table 4 Confusion matrix from the classification of science 
and others

Predicted

Actual
Science Else

Science 16 28

Else 34 88

The confusion matrix for the 10-fold cross validation 

scheme is in the Table 2. The accuracy is 83.13%, which 

is the best among the different experimental setups, while 

the size of the generated tree is smallest.

Fig. 5 shows the generated decision tree using C4.5 

algorithm for the task of classifying a student’s major 

(humanities or others). The number of nodes in the tree 

is 53 including 27 leaves. 

We have applied binary split for the decision tree 

generation, but note that the generated tree for this ex-

perimental setting is highly skewed. The confusion matrix 

for the 10-fold cross validation scheme is in the Table 3. 

The accuracy is 51.81%. 

Fig. 6 shows the generated decision tree using C4.5 

algorithm for the task of classifying a student’s major 

(media art & athlete or others). The number of nodes in 

the tree is 5 including 3 leaves. 

The confusion matrix for the 10-fold cross validation 

scheme is in the Table 4. The accuracy is 62.65%. 

V. Related Work

There have been many investigations about the ethical 

views and opinions of students on science and engineering. 

Lee [26,27] has summarized the survey results on the 

information and communication ethics of college students. 

He has applied statistical techniques for the analysis of 

the survey, however has not applied machine learning 

techniques. 

Kim [28] has integrated three decision tree algorithms 

(C5.0, CART, and CHAID) for the study on factors of 

education’s outcome. In our work, we applied C4.5 decision 

tree algorithm to university students’ survey results of 

HS-VOSTS.

VI. Conclusion and Future Work

We report the experimental results of applying decision 

tree induction algorithms for analyzing the questionnaire 

results of high school students’ views on science-technology 

-society (HS-VOSTS). 

Empirical results of decision tree induction on HS- 

VOSTS from one South Korean university students are 

somehow mixed, shown in the Figs 3,4,5,6 and Table 

1,2,3,4. However, these results indicate that decision tree 

induction algorithms can be successfully and effectively 

applied to automated knowledge discovery from students’ 

survey data. 
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Korean government. (No. B0008352).  
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