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ABSTRACT

The effective extraction of key frames from a video stream is an essential task for summarizing and

representing the content of a video. Accordingly, this paper proposes a new and fast method for extracting

key frames from a compressed video. In the proposed approach, after the entire video sequence has

been segmented into elementary content units, called shots, key frame extraction is performed by first

assigning the number of key frames to each shot, and then distributing the key frames over the shot

using a probabilistic approach to locate the optimal position of the key frames. The main advantage

of the proposed method is that no time-consuming computations are needed for distributing the key

frames within the shots and the procedure for key frame extraction is completely automatic. Furthermore,

the set of key frames is independent of any subjective thresholds or manually set parameters.
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1. INTRODUCTION

Many services, such as VOD (video on demand)

and pay television, are provided in digital form to

consumers and a rapidly increasing number of in-

teractive multimedia documents, including text,

audio, and video, are now available. Consequently,

it is widely recognized that there is a need for in-

telligent management and search methods partic-

ularly for visual information in multimedia docu-

ments and digital videos. Efficient access to video

data located in a distributed database is a very dif-

ficult task, mainly due to the large bandwidth re-

quirements imposed by the large amount of video

information. Traditionally, video is represented by

numerous consecutive frames, each of which cor-

responds to a constant time interval. However,

such a representation is not adequate for new

emerging multimedia applications, such as con-

tent-based indexing, retrieval, and browsing.

Furthermore, tools and algorithms for the effective

organization and management of video archives

are still limited [1]. There is also an essential need

to automatically extract key information from im-

ages and videos for the purpose of indexing, fast

and easy retrieval, and scene analysis. In order to

allow the user to efficiently browse, select, and re-

trieve a desired video part without having to deal

directly with GBytes of compressed data, several

activities have to be carried out in preparation for

such a user interaction. For videos, a common first

step is to segment the videos into temporal "shots,"

each representing an event or continuous sequence

of actions. A shot is what is captured by the cam-

era between a record and a stop operation. Further

scene analysis and interpretation can then be per-

formed on such shots. Segmented video sequences

can also be used for browsing, in which only one

or a few representative frames, i.e., key frames of

each shot are displayed [2-5]. The main goal of the
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above procedures is to provide the user a compact

and easily understandable overview of the com-

plete stored video information. Most existing ap-

proaches to key frame extraction [6-8], based on

measuring the differences between the last selected

frame and the remaining frames and extracting a

subsequent key frame if the measured difference

exceeds the given threshold, are typically sequen-

tial processes leading to unpredictable results.

Particularly, the final number of key frames for en-

tire sequence can’t be estimated and a large num-

ber of key frames or too few key frames can be

allocated. This makes it difficult to predict the ca-

pacity needed to store extracted key frames.

Moreover, the dependency on subjective and usu-

ally data dependent thresholds, limits its applic-

ability in fully automated systems and leads to bad

results.

This paper proposes a new and fast method for

extracting key frames from a compressed video.

The proposed algorithm can operate directly on

Motion JPEG or MPEG compressed video. After

the entire video sequence is segmented into ele-

mentary content units, called shots, key frame ex-

traction is performed by first assigning the number

of key frames to each shot and then distributing

the key frames using a probabilistic approach to

locate the optimal position of the key frames. The

main advantage of the proposed method is that no

time-exhaustive computations are needed for dis-

tributing the key frames over the shot, plus the

procedure of key frame extraction is fully

automatic. In addition, the set of key frames is in-

dependent of any subjective thresholds or manually

given parameters.

In section 2, we explain the concept of our pro-

posed framework for key frame extraction step by

step along with simple test results. Experimental

results on various video sequences are presented

in section 3, demonstrating the performance and

validity of the proposed method. Lastly, section 4

gives some final conclusions.

2. PROPOSED KEY FRAME EXTRACTION

ALGORITHM

We propose a new three-step key frame ex-

traction method for efficient video content repre-

sentation. A block diagram of the proposed archi-

tecture is illustrated in Fig. 1, and consists of three

modules: video segmentation, key frame allocation,

and key frame distribution. These three modules

are described in the current section. First the video

sequence is segmented into distinct video shots,

then a mathematical analysis of the video in-

formation flow is applied to the frames of each

shot. Such an approach provides a more mean-

ingful description of the video content, therefore,

the key frame extraction can be implemented more

efficiently.
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Key Frame Allocation

Key Frame Distribution
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Fig. 1. Block diagram of the proposed architecture.

2.1 Video Segmentation Using DC Image

A DC image is obtained from block-wise aver-

ages of 8×8 block. For the I frame of an MPEG

coded video, each pixel in the DC image corre-

sponds to a scaled value of the DC coefficient of

each DCT block. Thus, each DC image is reduced

64 times compared to the original image. Several

algorithms to extract DC images from MPEG com-

pressed video by using DCT DC coefficients in I

type frame and motion compensated DCT DC co-

efficients in P or B type frame were already pro-
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Fig. 2. Plot of  versus  for 1000 frames.

posed [9-11].

After extracting DC images from MPEG com-

pressed video, we should detect cut, i.e., shot boun-

dary to segment video into shot. For minimizing

the influence of non-relevant temporal variations,

global frame visual features such as color and in-

tensity histograms should be used to detect shot

boundary. In our approach we adapted the method

proposed in [9] and defined an activity function

AF(k) for describing the relevant difference be-

tween frames  and  as:

 




  

  (1)

where  is the frame index, and 
  means

the pixel value at  position of DC image. 

can measure relative changes between each two

consecutive frames and its value indicates the

magnitude of such changes. We use  curve

to detect cut as illustrated in [9]. The method of

[9] uses a sliding window to examine a few suc-

cessive frame differences. We declare a scene

change from frame  to frame  if

1)  is the maximum within a sliding win-

dow of size , and

2)  is  times of the second largest max-

imum in the sliding window.

 is set to be smaller than the minimum dura-

tion between two scene changes. For example, set-

ting  for a 15 frames/s video means that

there cannot be two scene changes within a

second. It has been found that values of  ranging

form 2.0-3.0 give good result. This method would

reduce false detection in cases of significant object

or camera motions. Fig. 2 illustrates the plot of

 versus  or the clip of KBS (Korean

Broadcasting System) TV news program, specific

1000 frames. From  curve, we can easily

know that this video sequence consists of 7 shots.

If the entire video sequence is segmented into

shots by the above mentioned method, the next

step is that we should properly assign the number

of key frames to each shot and then distribute the

key frames over the shot. In the following sections,

we will refer to these procedures.

2.2 Key Frame Allocation to a Shot

We propose a simple intuitively appealing algo-

rithm for finding the number of key frames allo-

cated in each shot. This algorithm allocates key

frames to shot incrementally, one key frame at a

time, in a way that yields good assignments.

The basic idea is that in each of a total of 

key frames, one key frame is allocated where it will

do the most good at this point. Let   , called

the content function, denote the content of the -th

shot for the key frame allocation of  key frames.

The content function of each shot is defined by

    
   (2)

, where   is the accumulated value of 

from the beginning up to the final summation posi-

tion .   can be calculated as follows:

  
  



 (3)

, where ,  are the shot and frame index,

respectively. If the summation of eq. (3) stretches

through the entire frame within a shot, the total

magnitude of temporal flow fluctuation in the shot

is obtained which represents the content of the

shot. In   of eq. (2),  is the number of
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Shot index i 1 2 3 4 5 6 7

 1 1 1 1 2 2 2

 30 152 30 84 243 268 193

   10,214 60,090 11,304 42,102 93,764 11,168 98,530

Table 1. Results of key frame allocation. ( , )

frames in the shot.

Let   denote the total number of key frames

allocated to the -th shot after iteration , i.e., after

 key frames have been allocated to the shots.

Now the request   associated with the -th

shot after the -th iteration of the allocation algo-

rithm can be defined according to:

     (4)

That is, the request   after the -th key

frame has been assigned is simply the content of

the -th shot as regards its current key frames.

The proposed algorithm assigns  key frames to

shot  as below.

Step 0. Initialize the key frame allocation to one,

so that     for each -th shot and .

Set      as the initial values for

request.

(The reason for     is that at least one key

frame must be allocated to each shot)

Step 1. Find the shot index  with the maximum

request.

Step 2. Set    and set

    for each ≠, then set

    

Step 3. If    , increment  by 1 and

go to step 1. Otherwise stop.

T is the number of shots in the entire sequence.

This algorithm carries out a very simple and in-

tuitive idea. That is, simply give away key frames

to the most needy shot, one key frame at a time

until you run out of key frames to give. The degree

of neediness of each shot is measured based on the

content it will yield if it were to operate with its

current key frame assignment. By spreading the

given maximal number of key frames  along the

entire video sequence, each shot of the sequence

gets assigned a fraction of the given  key frames

according to its share of the content relative to the

total content of the sequence. Table 1 illustrates

the result of key frame allocation for  curve

in Fig. 2.

2.3 Video Segmentation Using DC Image

Here,    ⋯  are the temporal locations of

the key frames, while    and  are the break

points between the shot segments represented by

key frame  . Notice that  and  are the known

temporal beginning and end points of the th shot.

The basic idea can be seen in Fig. 3 with  as-

signed key frames.

shot ishot i-1 shot i+1

...

CAF i (m)

m

...

n0 n1 nKil1

...

...lunu-1 nu lKinKi-2

Fig. 3. Key frame distribution within I th shot by

assigned  key frames.

To find he position of    ⋯ , we propose

a fast and effective method which uses a proba-

bilistic approach to locate the optimal position of

the key frames. First, the normalized
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Compute NCAFi(m) from CAFi (m)

Compute H(m) of NCAFi(m)

Compute pmf  P(m), and cdf  F(m) from H(m)

Find q such that F(qu) = u/Ki    for u=1,...,Ki

Find un= x such that NCAFi(x)=qu   for u=1,...,Ki

distribute Ki key frames over shot using
lu=(nu+nu-1) / 2 where n0 , nKi are known

Ki key frames is allocated in shot i

Fig. 4. Flow chart of proposed key frame dis-

tribution algorithm.
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Fig. 5. Plot of   versus  for test sequence.

   is calculated for the th shot,

which is assumed to be composed of  

frames between frame  and .   is

computed as follows:

   



     

    




, ⋯ (5)

, where  represents the integer part of  .

Using Eq. (5), the discrete   values that are

not interpolated are normalized into integer values

lying between the interval  . Next, the histo-

gram  of   is calculated, then the pmf

(probability mass function)  and cdf(cumu-

lative density function)  can be obtained from

 using the following relations:

 


,

 
  



, ⋯ (6)

The pmf  is referred to as the probability

of change in the shot content. Consequently, only

, , and  need to be calculated before

distributing the key frames. The remaining key

frame distribution procedure is performed by first

computing the value qu such that    then

finding   such that    for

 ⋯ . From the above computed  , the key

frame positions can be easily decided sequentially

as follows:

 

   
,  ⋯ (7)

, where  and  are the known temporal begin-

ning and end points of each th shot.

This procedure of distributing  key frames

over the th shot is very simple and fast. In addi-

tion, the proposed method does not require any re-

cursive computations and is performed sequen-

tially. It is intended that the given key frames are

distributed over the shot according to the proba-

bility of a change in the shot content. Fig. 4 illus-

trates a summary of the steps involved in the pro-

posed algorithm.

Fig. 5 illustrates the plot of   versus 

for the same sequence as used in Fig. 2. This plot

shows the level of content variation for each shot.

Therefore, based on the slope and relative magni-

tude, the importance of each shot can be estimated.

The steeper parts correspond to more substantial

changes, whereas and flatter parts indicate a more

stationary shot variation. The proposed algorithm
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Shot index  1 2 3 4 5 6 7

 1 1 1 1 2 2 2

   ⋯  15 106 197 254 357, 478 606, 739 855, 951

Table 2. Results of key frame distribution for 7 shots

Video
sequences

No. of
frames

Bit rate min:sec

TV news
("news.mpg")

10,000 1.300 Mbps 5:33

music video
("music.mpg")

12,541 1.394 Mbps 6:58

sports
("sport.mpg")

20,000 1.300 Mbps 11:07

Table 3. Video sequences used in experiments

Table 4. Results of video segmentation

Video sequences No. of frames No. of shots  Recall / Precision (%)  ×

TV news 10,000 24 91.53 / 84.43 36

Music video 12,391 68 89.92 / 83.67 102

Sports 20,000 53 90.29 / 86.62 80

Table 5. Comparison of performance

% selected frames
Proposed method Bede Liu’s method

time dissimilarity,  time dissimilarity, 

1 % (100 K-frames) 25 s 846.88 110 s 679.95

2 % (200 K-frames) 56 s 1278.45 202 s 1203.27

3 % (300 K-frames) 78 s 1187.38 310 s 1033.96

4 % (400 K-frames) 110 s 1110.03 443 s 927.11

5 % (500 K-frames) 135 s 1153.69 556 s 876.14

is then used to locate the key frames. The result

of the key frame distribution is shown in Table 2.

The key frames are arranged in a temporal order

and extracted in a content-based manner, instead

of just simple sub-sampling. For a shot with little

or no variation, one key frame (e.g. the first frame)

is sufficient. Yet for a long shot or shot with a lot

of variations, multiple key frames are chosen.

Table 2 shows the effective condensing of 1000

frames of a TV news video clip into 10 key frames.

For shots 1-4, only one key frame represents the

content of each shot, however, for shots 5-7, two

key frames are selected.

3. SIMULATIONS

The proposed key frame extraction method was

validated by experiment using several long video

sequences, as listed in Table 3. The test data were

digitized at a 352×240(SIF) spatial resolution from

consumer-grade video recordings of TV broad-

casts and then compressed in MPEG-1 format at

30 frame/s. The sequences were also available as

DC sequences, obtained from MPEG streams with

(slightly modified) frame sizes of 44×30.

The reduced DC sequences were first extracted

using the algorithm described in section 2.1. Next,

the shot boundaries were detected using the meth-

od from section 2.1. Generally, recall and precision

are used as performance criteria for shot boundary

detection methods [11]. The results of the video

segmentation are presented in Table 4.

Key frame extraction was then performed using

the individual shots obtained after video segmen-

tation. In the experiments, the only parameter set

was the maximal number of key frames. Table 5
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Frame 2270 Frame 2368 Frame 2467

(a)

Frame 2221 Frame 2296 Frame 2469

(b)

Fig. 6. Extracted key frames for shot 8 (a) Proposed method ( ) (b) Bede Liu’s method ( ).

depicts the key frame extraction results obtained

for the test sequences. The maximal number of key

frames  was set at 1.5 times the number of shots

 for each sequence. However,  can be adjusted

by the user according to a pictorial summary.

Unlike scene change detection, it is hard to define

an objective performance analysis method for the

assessment of a key frame extraction algorithm.

To objectively assess the performance of our pro-

posed method and to compare it with existing

method, we define a criterion function  as Eq.

(8) in our own way and refer to it as key frame

dissimilarity.

  


  

 


  




  



 
   

  (8)

where  means the th shot and 
  is the

pixel value at position  of × key frame

at temporal location . If   in Eq. (8), we take

 as 0. Then, we define  ∑ as the overall
performance measure of key frame extraction

method for entire sequence. The smaller value 

has, the more similar selected key frames are.

Performance test has been performed in the fol-

lowing way. The proposed method is compared

with Bede Liu’s method [9,11], which is typical

scheme for extracting key frame.  is a better in-

dicator of performance as similarity or dissimilarity

between selected key frames. The results are

shown in Table 5.

When 5% of sequence is selected as key frames,

the proposed method shows 1153.69 of  , while

the Bede Liu’s method shows 876.14 of  . It is

shown that the key frames selected by proposed

method are more dissimilar on another than those

chosen by Bede Liu’s method. Shown in Fig. 6 are

extracted key frames by using proposed and Bede

Liu’s method. As shown in Fig. 6, proposed method

is superior to Bede Liu’s method in respect to dis-

similarity measure and a subjective point of view

for shot 8 for 5% selected frames.

4. CONCLUSIONS

This thesis proposes a new key frame extraction

method for content-based video indexing and



700 JOURNAL OF KOREA MULTIMEDIA SOCIETY, VOL. 15, NO. 6, JUNE 2012

retrieval. The proposed method consists of three

steps: video segmentation, key frame allocation,

key frame distribution. The main advantage of the

proposed method is that no time-exhaustive com-

putations are needed for distributing the key

frames over the shot, plus the procedure of key

frame extraction is fully automatic.
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