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#### Abstract

In this paper, we will investigate the concept of the torsiongraph of an $R$-module $M$, in which the set $T(M)^{*}$ makes up the vertices of the corresponding torsion graph, $\Gamma(M)$, with any two distinct vertices forming an edge if $[x: M][y: M] M=0$. We prove that, if $\Gamma(M)$ contains a cycle, then $\operatorname{gr}(\Gamma(M)) \leq 4$ and $\Gamma(M)$ has a connected induced subgraph $\bar{\Gamma}(M)$ with vertex set $\left\{m \in T(M)^{*} \mid \operatorname{Ann}(m) M \neq 0\right\}$ and $\operatorname{diam}(\bar{\Gamma}(M)) \leq$ 3. Moreover, if $M$ is a multiplication $R$-module, then $\bar{\Gamma}(M)$ is a maximal connected subgraph of $\Gamma(M)$. Also $\bar{\Gamma}(M)$ and $\bar{\Gamma}\left(S^{-1} M\right)$ are isomorphic graphs, where $S=R \backslash Z(M)$. Furthermore, we show that, if $\bar{\Gamma}(M)$ is uniquely complemented, then $S^{-1} M$ is a von Neumann regular module or $\bar{\Gamma}(M)$ is a star graph.


## 1. Introduction

In [11], Beck introduced and investigated the zero-divisor graph of a commutative ring. He let all elements of the ring be vertices of the graph. In [8], Anderson and Livingston introduced and studied a zero-divisor graph, whose vertices are non-zero zero-divisors while, $x-y$ is an edge whenever $x y=0$. Since then, the concept of zero-divisor graphs has been studied extensively by many authors; see [2, 6, 7, 10]. The concept of a zero-divisor graph has been extended to non-commutative rings by Redmond [21]. This concept also has been introduced and studied for semigroups by DeMeyer, McKenzie and Schneider in [13], and for near-rings by Cannon et al, in [12]. For recent developments on graphs of commutative rings see $[3,4,5,17]$.

Let $R$ be a commutative ring with identity element and $M$ be a unitary $R$ module. In this research, we will investigate the concept of the torsion-graph of an $R$-module $M$, which has been defined in [16]. The torsion graph $\Gamma(M)$ of $M$ is a simple graph, whose vertices are the non-zero torsion elements of $M$, and two distinct elements $x, y$ are adjacent if and only if $[x: M][y: M] M=0$. The residual of $R x$ by $M$, is denoted by $[x: M$ ], is the set of elements $r \in R$
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such that $r M \subseteq R x$ for $x \in M$. The annihilator of an $R$-module $M$, denoted by $\operatorname{Ann}_{R}(M)$, is $[0: M]$.

An $R$-module $M$ is called a multiplication module if for every submodule $K$ of $M$ there exists an ideal $I$ of $R$ such that $K=I M$ (Barnard [10]). A proper submodule $N$ of $M$ is called a prime submodule of $M$, whenever $r m \in N$ (where $r \in R$ and $m \in M$ ) implies that $m \in N$ or $r \in[N: M]$.

An $R$-module $M$ is called a cancellation module if $I M=J M$ for any ideals $I$ and $J$ of $R$ implies that $I=J$. Also, an $R$-module $M$ is a weak-cancellation module if $I M=J M$ for any ideals $I$ and $J$ of $R$ implies that $I+\operatorname{Ann}(M)=$ $J+\operatorname{Ann}(M)$. Finitely generated multiplication modules are weak cancellation, Theorem 3 [1].

Let $T(M)$ be the set of elements of $M$ such that $\operatorname{Ann}(m) \neq 0$. It is clear that if $R$ is an integral domain, then $T(M)$ is a submodule of $M$, which is called the torsion submodule of $M$. If $T(M)=0$, then the module $M$ is said to be torsion-free, and it is called the torsion module if $T(M)=M$. Thus $\Gamma(M)$ is an empty graph if and only if $M$ is a torsion-free $R$-module. We use the symbol $\bar{\Gamma}(M)$ to show the induced subgraph $\Gamma(M)$ with vertex set $\left\{m \in T(M)^{*} \mid \operatorname{Ann}(m) M \neq 0\right\}$. In this paper, we will also investigate the interplay of module properties of $M$ in relation to the properties of $\bar{\Gamma}(M)$. We believe that this study helps to illuminate the structure of $T(M)$. For example, if $M$ is a multiplication $R$-module, we show that $M$ is finite if and only if $\bar{\Gamma}(M)$ is finite. Recall that a graph is finite if both its vertices set and edges set are finite. We know that a graph $G$ is connected if there is a path between any two distinct vertices. The distance $d(x, y)$ between connected vertices $x, y$ is the length of the shortest path from $x$ to $y(d(x, y)=\infty$ if there is no such path). The diameter of $G$ is the diameter of a connected graph, which is the supremum of the distances between vertices. The diameter is 0 if the graph consists of a single vertex. The girth of $G$, denoted by $\operatorname{gr}(G)$, is defined as the length of the shortest cycle in $G(\operatorname{gr}(G)=\infty$ if $G$ contains no cycles).

A ring $R$ is called reduced if $\operatorname{Nil}(R)=0$. An $R$-module $M$ is called a reduced module if $r m=0$ for $r \in R$ and $m \in M$, implies that $r M \cap R m=0$. Also a ring $R$ is von Neumann regular if for each $a \in R$ there exists an element $b \in R$ such that $a=a^{2} b$. It is clear that every von Neumann regular ring is reduced. Recall that a ring $R$ is called Bézout if every finitely generated ideal $I$ of $R$ is principal. We know that every von Neumann regular ring is Bézout.

A submodule $N$ of $M$ is called a pure submodule of $M$ if $I M \cap N=I N$ for every ideal $I$ of $R$ (Ribenboim in [22]). In [18], Kash (p. 105) states that an $R$-module $M$ is called a von Neumann regular module if and only if every cyclic submodule of $M$ is a direct summand in $M$. If $N$ is a direct summand in $M$, then $N$ is pure but not conversely (see [20], Example 2, p. 54 and [22], Example 14, p. 100). Therefore every von Neumann regular module is reduced.

A complete graph is a simple graph whose vertices are pairwise adjacent, and the complete graph with $n$ vertices is denoted by $K_{n}$. A bipartite graph is one whose vertex set can be partitioned into two subsets so that no edge has
both ends in the same subset. A complete bipartite graph is one in which each vertex is joined to every vertex that is not in the same subset; the complete bipartite graph, with two parts of sizes $m$ and $n$, is denoted by $K_{m, n}$. The complete bipartite graph $K_{1, n}$ is called a star.

Let $G$ be a graph and $V(G)$ denote the vertices of $G$. Let $v \in V(G)$, as in [7]; $w \in V(G)$ is called a complement of $v$, if $v$ is adjacent to $w$ and no vertex is adjacent to both $v$ and $w$. That is, the edge $v-w$ is not an edge of any triangle in $G$. In this case, we write $v \perp w$. In module-theoretic terms, for multiplication $R$-module $M$, this is the same as saying $v \perp w$ in $\Gamma(M)$ if and only if $v, w \in T^{*}(M)$ and $\operatorname{Ann}(w) M \cap \operatorname{Ann}(v) M \subset\{0, v, w\}$. Moreover, we will follow the authors in [7] and say that $G$ is complemented if every vertex has a complement, and it is uniquely complemented if it is complemented and any two complements of the vertices set are adjacent to the same vertices. From Theorems 3.5 and 3.9 [7], we know that for a ring $R$ with non-zero nilpotent elements, $\Gamma(R)$ is uniquely complemented if and only if $\Gamma(R)$ is a star graph. If $R$ is reduced and $\Gamma(R)$ is complemented, then $S^{-1} R$ is a von Neumann regular ring, where $S=R \backslash Z(R)$.

In Section 2, we give an example of non-isomorphic modules with the same torsion graph. We show that $\bar{\Gamma}(M)$ is always connected with $\operatorname{diam}(\bar{\Gamma}(M)) \leq 3$. Furthermore, we prove that if $\Gamma(M)$ contains a cycle, then $\operatorname{gr}(\Gamma(M) \leq 4$. In this manner, we study some of the properties of $\bar{\Gamma}(M)$, when $M$ is a multiplication $R$-module. An $R$-module $M$ is a multiplication module if for every submodule $K$ of $M$ there exists an ideal $I$ of $R$ such that $K=I M$. It is clear that if $M$ is a multiplication $R$-module, then $\bar{\Gamma}(M)$ is a maximal connected subgraph of $\Gamma(M)$.

In Section 3, we obtain $\bar{\Gamma}(M) \cong \bar{\Gamma}\left(S^{-1} M\right)$, where $S=R \backslash Z(M)$ if $M$ is an $R$-module such that $\operatorname{Ann}(x)=\operatorname{Ann}([x: M] M)$ for all $x \in T(M)$.

In Section 4, we investigate complemented and uniquely complemented torsion graphs. We also extend Theorem 3.9 of [7] to the multiplication $R$-modules. Furthermore, for a multiplication $R$-module $M$ when $R$ is Bézout or cyclic $R$ module and prove that if $\bar{\Gamma}(M)$ is uniquely complemented, then either $\bar{\Gamma}(M)$ is a star graph or $S^{-1} M$ is a von Neumann regular module, where $S=R \backslash Z(M)$.

Throughout the paper, we use the symbol $(x, y)$ or $x+y$ to denote the elements of $M=M_{1} \oplus M_{2}$ and $T(M)^{*}=T(M) \backslash\{0\}$. Also, we use the symbol $(M)_{R}$ to denote $M$ as an $R$-module. Let $Z(M):=\{r \in R \mid r m=0$ for some $0 \neq m \in M\} . N i l(R)$ is an ideal consisting of nilpotent elements of $R$,

$$
\operatorname{Nil}(M):=\cap_{N \in \operatorname{Spec}(M)} N .
$$

$\operatorname{Spec}(M)$ is a set of the prime submodules of $M$, and for submodule $N$ of $M$, $D(N):=\left\{n \in N \mid[n: M]\left[n^{\prime}: M\right] M=0\right.$ for some non-zero $\left.n^{\prime} \in M\right\}$. As usual, the rings of integers and integers modulo $n$ will be denoted by $\mathbb{Z}$ and $\mathbb{Z}_{n}$, respectively.

## 2. Properties of $\bar{\Gamma}(M)$

In this section, we show that $\bar{\Gamma}(M)$ is connected and has a small diameter and girth, and for a multiplication $R$-module $M$ with $|M| \geq 5$, we prove that if $\bar{\Gamma}(M)$ is complete, then $\operatorname{Nil}(M)=V(\Gamma(\bar{M})) \cup\{0\}$. We begin with the following example which shows that non-isomorphic modules may have the same torsion graphs.

Example 2.1. Let $M=M_{1} \oplus M_{2}$ be an $R$-module, where $M_{1}$ is a torsion-free module. So $T(M)^{*}=\left\{\left(0, m_{2}\right) \mid m_{2} \in T\left(M_{2}\right)^{*}\right\}$ and $\left[\left(0, m_{2}\right): M\right]=0$. Hence $\Gamma(M)$ is a complete graph. Let $M=\mathbb{Z} \oplus \mathbb{Z}_{n}$ be a $\mathbb{Z}$-module, so $\Gamma(M)=K_{n-1}$ for $n \geq 2$.
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We know that $\Gamma(M)$ may be infinite (that is, the $R$-module $M$ has infinitely torsion elements). An interesting case occurs when $\Gamma(M)$ is finite, because in the finite case a drawing of the graph is possible. The next theorem shows that for a multiplication $R$ - module $M, \bar{\Gamma}(M)$ is finite (except when $\bar{\Gamma}(M)$ is empty) if and only if $M$ is finite.

Theorem 2.2. Let $M$ be a multiplication $R$-module. Then $\bar{\Gamma}(M)$ is finite if and only if either $M$ is finite or $V(\bar{\Gamma}(M))=\emptyset$.

Proof. Suppose that $\bar{\Gamma}(M)$ is finite and nonempty. Then there exists $x \in$ $V(\bar{\Gamma}(M))$; let $N=R x$ and $0 \neq s m \in R x$, where $s \in[x: M]$ and $m \in M$, so $0 \neq \operatorname{Ann}(x) M \subseteq \operatorname{Ann}(n) M$ for all $n \in N$. Hence $N \subseteq V(\bar{\Gamma}(M))$. Therefore $N$ is finite. Now if $M$ is infinite, then there is an element $n \in N$ such that $H=\{m \in M \mid s m=n\}$ is infinite. For all distinct elements $m_{1}, m_{2} \in H$, $s m \in \operatorname{Ann}\left(m_{1}-m_{2}\right) M$. So $m_{1}-m_{2} \in V(\bar{\Gamma}(M))$ is a contradiction. Thus $M$ is finite.

Corollary 2.3. Let $M$ be a multiplication $R$-module. Then $\Gamma(M)$ is finite if and only if either $M$ is finite or $M$ is a torsion-free $R$-module.

Proof. If $\Gamma(M)$ is finite, then $\bar{\Gamma}(M)$ is finite. Therefore by Theorem 2.2 either $M$ is finite or $V(\bar{\Gamma}(M))=0$. Thus for all $x \in M, \operatorname{Ann}(x) M=0$; hence $\operatorname{Ann}(x)=\operatorname{Ann}(M)$ for all $x \in M$. Now if $M$ is faithful, then $M$ is torsion-free; otherwise $T(M)=M$. Consequently, either $M$ is finite or $M$ is a torsion-free $R$-module.

The following example shows that the multiplication condition is not superfluous.

Example 2.4. Let $R=\mathbb{Z}$ and $M=\mathbb{Z} \oplus \mathbb{Z}_{n}$. Clearly $M$ is faithful and is not finite, but by Example 2.1, $\bar{\Gamma}(M)=K_{n-1}$ is finite.

Now we show that for all $R$-module $M, \bar{\Gamma}(M)$ is connected with diameter $\leq 3$.
Theorem 2.5. Let $M$ be an $R$-module. Then

$$
\bar{\Gamma}(M) \text { is connected with } \operatorname{diam}(\bar{\Gamma}(M)) \leq 3 .
$$

Moreover, if $\bar{\Gamma}(M)$ contains a cycle, then $\operatorname{gr}(\bar{\Gamma}(M)) \leq 7$.
Proof. Let $x, y \in V(\bar{\Gamma}(M))$ be two distinct elements. If $[x: M] M$ or $[y$ : $M] M$ or $[x: M][y: M] M$ is zero, then $d(x, y)=1$. Therefore we suppose that $[x: M] M,[y: M] M$, and $[x: M][y: M] M$ is non-zero, so there are non-zero elements $\alpha \in[x: M][y: M]$ and $m \in M$ such that $\alpha m \neq 0$. If $[x: M]^{2}=[y: M]^{2}=0$, then $\alpha m \in V(\bar{\Gamma}(M))$, and hence $x-\alpha m-y$ is a path of length 2. Hence suppose that $[x: M]^{2}=0$ and $[y: M]^{2} \neq 0$; since $y \in V(\bar{\Gamma}(M))$, there exist non-zero elements $s \in \operatorname{Ann}(y)$ and $m_{0} \in M$ such that $s m_{0} \neq 0$. Now we consider the case $[x: M] \operatorname{Ann}(y) M=0$. In this case $s m_{0} \in V(\bar{\Gamma}(M))$, so $x-s m_{0}-y$ is a path of length 2 . In the other case, if $[x: M] \operatorname{Ann}(y) M \neq 0$, then $m_{1}:=\alpha_{1} t m \in V(\bar{\Gamma}(M))$ for some nonzero elements $\alpha_{1} \in[x: M], t \in \operatorname{Ann}(y), m \in M$, and $x-m_{1}-y$ is a path of length 2. A similar argument holds if $[x: M]^{2} \neq 0,[y: M]^{2}=0$. Thus we may assume that $[x: M]^{2},[y: M]^{2}$ and $[x: M][y: M]$ are all non-zero. If $\operatorname{Ann}(x) \nsubseteq \operatorname{Ann}(y)$ and $\operatorname{Ann}(y) \nsubseteq \operatorname{Ann}(x)$, then there exist non-zero elements $r, s \in R$ such that $r x=0, r y \neq 0$ and $s x \neq 0, s y=0$, hence $r y, s x \in V(\bar{\Gamma}(M))$. Now if $r y \neq s x$, then $x-r y-s x-y$ is a path of length 3 . In the other case, if $r y=s x$, then $x-r y-y$ is a path of length 2 . Therefore $d(x, y) \leq 3$. Thus we may assume that $\operatorname{Ann}(x) \subseteq \operatorname{Ann}(y)$ or $\operatorname{Ann}(y) \subseteq \operatorname{Ann}(x)$. If $\operatorname{Ann}(x) \subseteq \operatorname{Ann}(y)$, then $r m \in V(\bar{\Gamma}(M))$ for some $r \in \operatorname{Ann}(x), m \in M$ and $x-r m-y$ is a path of length 2. A similar argument holds if $\operatorname{Ann}(y) \subseteq \operatorname{Ann}(x)$. Hence $d(x, y) \leq 3$; thus $\operatorname{diam}(\Gamma(\bar{M})) \leq 3$. If $\bar{\Gamma}(M)$ contains a cycle, by Proposition 1.3 [14], then $g r(\bar{\Gamma}(M)) \leq 7$.

As an immediate consequence, we obtain the following result.
Corollary 2.6. Let $M$ be a faithful $R$-module. Then $\Gamma(M)$ is connected with $\operatorname{diam}(\Gamma(M)) \leq 3$.

The following example shows that the faithful condition is not superfluous.
Example 2.7. Let $R=\mathbb{Z}$ and $M=\mathbb{Z}_{2} \oplus \mathbb{Z}_{3}$; then $\Gamma(M)$ is not connected.

Proposition 1.3 [14] and Corollary 2.6 show that $\operatorname{gr}(\Gamma(M)) \leq 7$, when $\Gamma(M)$ contains a cycle. We next improve this sentence to $\operatorname{gr}(\Gamma(M)) \leq 4$.
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Theorem 2.8. Let $M$ be a multiplication $R$-module. If $\Gamma(M)$ contains a cycle, then $\operatorname{gr}(\Gamma(M) \leq 4$.
Proof. Let $m_{0}-m_{1}-m_{2}-\cdots-m_{n}-m_{0}$ be the shortest cycle of $\Gamma(M)$ for $n \geq 4$. If $\left[m_{1}: M\right]\left[m_{n-1}: M\right] M=0$, then $\Gamma(M)$ contains a cycle $m_{1}-m_{2}-\cdots-m_{n-1}$ $-m_{1}$, which is a contradiction. So there exist non-zero elements $\alpha \in\left[m_{1}: M\right]$, $\beta \in\left[m_{n-1}: M\right]$, and $m \in M$ such that $\alpha \beta m \in V(\Gamma(M))$. If $\alpha \beta m \neq m_{0}$ and $\alpha \beta m \neq m_{n}$, then $\Gamma(M)$ contains a cycle $m_{0}-\alpha \beta m-m_{n}-m_{0}$ is a contradiction. Therefore $\alpha \beta m=m_{0}$ or $\alpha \beta m=m_{n}$. So without loss of generality, assume $\alpha \beta m=m_{0}$; thus $\left[m_{0}: M\right] m_{0}=0$. Now we show that $R m_{0}=\left\{0, m_{0}\right\} \subset$ $R m_{1}$. If there exists a non-zero element $x \in R m_{0}$ such that $x \neq m_{0}$ and $x \neq m_{1}$, then $m_{0}-m_{1}-x-m_{0}$ is a cycle of length 3 , which is a contradiction. Hence $R m_{0}=\left\{0, m_{0}\right\} \subset R m_{1}$. Therefore there exists $y \in R m_{1}$ such that $y \neq 0$ and $y \neq m_{1}$. By a routine argument we obtain $y \neq m_{0}$ and $y \neq m_{2}$; therefore $m_{0}-m_{1}-m_{2}-y-m_{0}$ is a cycle of length 4 , which is a contradiction. Consequently, $\operatorname{gr}(\Gamma(M) \leq 4$.

Theorem 2.9. Let $M$ be a multiplication $R$-module. If $\bar{\Gamma}(M)$ is complete, then either $|M|=4$ or $\operatorname{Nil}(M)=V(\bar{\Gamma}(M)) \cup\{0\}$.
Proof. First suppose that $[x: M]^{2} M \neq 0$ for some $x \in V(\bar{\Gamma}(M))$, so $x \notin$ $\operatorname{Ann}(x) M$. In this case, we show that $|M|=4$. Put $N:=\operatorname{Ann}(x) M$. We divide the proof of the theorem into 6 claims, which are of some interest in their own right.
$\operatorname{Claim} 1: N$ is a prime submodule of $M$. Since $x \notin \operatorname{Ann}(x) M, N$ is a proper submodule of $M$. Let $r m \in N$ and $m \notin N$; here $r$ and $m$ denote elements of $R$ and $M$, respectively. Accordingly, $r[m: M][x: M] M=0$, so $r k x=0$ for all $k \in[m: M]$ and $r \in \operatorname{Ann}(k x)$. But there exists $k_{0} \in[m: M]$ such that $k_{0} x \in V(\bar{\Gamma}(M)) ;$ consequently, $\operatorname{Ann}\left(k_{0} x\right) M \subseteq \operatorname{Ann}(x) M$. Thus $r M \subseteq N$ and $r \in[N: M]$. Therefore $N$ is a prime submodule, and as a consequence $[N: M]$ will be a prime ideal.

Claim $2:[x: M] M=[x: M]^{2} M$. If $[x: M] M \neq[x: M]^{2} M$, then $x \notin[x: M]^{2} M$, so $x \neq \alpha x$ for all $\alpha \in[x: M]$. Since $\alpha x=0$ or $\alpha x \in V(\bar{\Gamma}(M))$, we have $\alpha x$ adjacent to $x$. Therefore $\alpha^{2} \in[N: M]$. We know that $N$ is a prime submodule, so $\alpha \in[N: M]$ for all $\alpha \in[x: M]$. Thus $[x: M] M \subseteq N$, which is a contradiction with $x \notin \operatorname{Ann}(x) M$. Therefore $[x: M] M=[x: M]^{2} M$.

Claim 3: $M=R x \oplus M_{2}$. Since $[x: M] M=[x: M]^{2} M$, we have $R x=$ $[x: M] x$. We know that $R x$ is a weak-cancellation $R$-module, and so $R=$
$[x: M]+\operatorname{Ann}(x)$. A simple check yields $M=R x \oplus \operatorname{Ann}(x) M$. Hence we may assume that $M=R x \oplus M_{2}$ with $x$ adjacent to every other vertex and $M_{2}=\operatorname{Ann}(x) M$.

Claim 4: Rx $=\{0, x\}$. Let $x \neq c \in R x$. Then $c \in V(\bar{\Gamma}(M))$ and $[c: M][x:$ $M] M=0$; hence $[c: M] x=0$, so $c \in R x \cap M_{2}=\{0\}$.

Claim 5: $D\left(M_{2}\right)=0$. Let $D\left(M_{2}\right) \neq 0$. Then there exists a non-zero element $m_{2} \in M_{2}$ such that $\left[m_{2}: M\right]\left[m_{2}^{\prime}: M\right] M=0$ for some $0 \neq m_{2}^{\prime} \in M_{2}$. Thus $x+m_{2}^{\prime}$ is a vertex of $\bar{\Gamma}(M)$, which is adjacent to $x$. Therefore $[x: M]\left(x+m_{2}^{\prime}\right)=$ 0 , so

$$
[x: M] x=[x: M] m_{2}^{\prime} .
$$

Thus $[x: M] x \subseteq R x \cap M_{2}=\{0\}$. Hence $x \in \operatorname{Ann}(x) M$, which is a contradiction; consequently, $D\left(M_{2}\right)=0$.

Claim 6: $M_{2}=\{0, y\}$. Since $D\left(M_{2}\right)=0$, we have $[y: M] y \neq 0$. On the other hand, $0 \neq x \in \operatorname{Ann}(y) M$, so $y \in V(\bar{\Gamma}(M))$. From the above argument we have $[y: M]^{2} M=[y: M] M$. Therefore

$$
R y \subseteq[y: M] y \subseteq\left(\operatorname{Ann}(x) \cap\left[y: M_{2}\right]\right) y \subseteq\left[y: M_{2}\right] y
$$

Hence $R y=\left[y: M_{2}\right] y$ and $y=s y$ for some $s \in\left[y: M_{2}\right]$. Let $m_{2} \in M_{2}$, so

$$
[y: M]\left[(1-s) m_{2}: M\right] M=0
$$

Thus $y=0$ or $m_{2}=s m_{2} \in R y$. Hence $M_{2}=R y$. Let $m_{2} \in M_{2}$ and $m_{2} \neq y$, so $m_{2} \in V(\bar{\Gamma}(M))$ and $\left[m_{2}: M\right][y: M] M=0$. Therefore $m_{2}=0$ and $R y$ has exactly two elements. Consequently, $|M|=4$.

Next, we may assume that $[x: M]^{2} M=0$ for all $x \in V(\bar{\Gamma}(M))$. So $x \in$ $\operatorname{Nil}(M)$ and $V(\bar{\Gamma}(M)) \subseteq \operatorname{Nil}(M)$. Now let $0 \neq x \in \operatorname{Nil}(M)$. We can write $x=\sum_{i=1}^{n} \alpha_{i} m_{i}$, where $\alpha_{i} \in[x: M], m_{i} \in M$ such that $\alpha_{i} m_{i} \neq 0$ for $1 \leq i \leq n$. On the other hand, $\alpha_{i}^{2} m_{i}=0$, so $0 \neq \alpha_{i} m_{i} \in \operatorname{Ann}\left(\alpha_{i} m_{i}\right) M$. Therefore $\alpha_{i} m_{i} \in$ $V(\bar{\Gamma}(M))$. One can easily check that $V(\bar{\Gamma}(M))$ is a submodule of $M$; hence $x \subseteq V(\bar{\Gamma}(M))$. Consequently, $\operatorname{Nil}(M)=V(\bar{\Gamma}(M)) \cup\{0\}$.

Example 2.10. Let $R=\mathbb{Z}$ and $M=\mathbb{Z}_{p^{2}}$, where $p>2$ is a prime number. It is clear that $\bar{\Gamma}(M)=K_{p-1}$ is a complete graph. So by Theorem $2.9, \operatorname{Nil}(M)=$ ( $\bar{p}$ ).

## 3. Isomorphisms

Recall that two graphs $G$ and $H$ are isomorphic, denoted by $G \cong H$, whenever there exists a bijection, say $\varphi$ from $V(G)$ to $V(H)$, of vertices such that the vertices $x$ and $y$ are adjacent in $G$ if and only if $\varphi(x)$ and $\varphi(y)$ are adjacent in $H$.

Let $S=R \backslash Z(M)$. It is clear that the well-defined map

$$
\chi: M \longrightarrow S^{-1} M
$$

defined by

$$
\chi(m)=\frac{m s}{s}
$$

is a monomorphism. So we can identify $M$ with its image in $S^{-1} M$. Thus if $m$ denotes an element of $M$, then the same symbol is also used to denote the fraction $\frac{m}{1}$. In this manner, $M$ become a submodule of $S^{-1} M$.

Let $M$ be an $R$-module. For $m, m^{\prime} \in V(\bar{\Gamma}(M))$, we define $m \sim_{M} m^{\prime}$ if and only if $\operatorname{Ann}(m)=\operatorname{Ann}\left(m^{\prime}\right)$. Clearly $\sim_{M}$ is an equivalence relation on $V(\bar{\Gamma}(M))$. Let $S=R \backslash Z(M)$. For $m \in M$, denote the equivalence classes of $\sim_{M}$ and $\sim_{M_{S}}$ containing $m, \frac{m}{1}$ by $[m]_{M}$ and $\left[\frac{m}{1}\right]_{M_{S}}$, respectively, so

$$
[m]_{M}=\left\{m^{\prime} \in V(\bar{\Gamma}(M)) \mid m \sim_{M} m^{\prime}\right\}
$$

and let

$$
\left[\frac{m}{1}\right]_{M_{S}}=\left\{\left.\frac{m^{\prime}}{t^{\prime}} \in V\left(\bar{\Gamma}\left(M_{S}\right)\right) \right\rvert\, \frac{m^{\prime}}{t^{\prime}} \sim_{M_{S}} \frac{m}{1}\right\}
$$

Next, we prove that $\bar{\Gamma}\left(S^{-1} M\right)$ and $\bar{\Gamma}(M)$ are isomorphic by showing that there is a bijection map between equivalence classes of vertex sets $\bar{\Gamma}\left(S^{-1} M\right)$ and $\bar{\Gamma}(M)$ such that the corresponding equivalence classes have the same cardinality.
Theorem 3.1. Let $M$ be an $R$-module such that $\operatorname{Ann}(x)=\operatorname{Ann}([x: M] M)$ for all $x \in T(M)$ and $S=R \backslash Z(M)$. Then $\bar{\Gamma}(M)$ and $\bar{\Gamma}\left(S^{-1} M\right)$ are isomorphic.

Proof. (Our proof is quite similar to the proof in [7] applied for a ring) Let $S=R \backslash Z(M), M_{S}=S^{-1} M, R_{S}=S^{-1} R$. A simple check yields that for all $N \leq M$, we have $S^{-1} \operatorname{Ann}_{R}(N)=\operatorname{Ann}_{S^{-1} R}\left(S^{-1} N\right)$. Hence

$$
V\left(\bar{\Gamma}\left(M_{S}\right)\right)=\left\{\left.\frac{m}{s} \right\rvert\, m \in V(\bar{\Gamma}(M)), s \in S\right\}
$$

and $\left([m]_{M}\right)_{S}=\left(\left[\frac{m}{1}\right]\right)_{M_{S}}$. On the other hand,

$$
V(\bar{\Gamma}(M))=\bigcup_{\lambda \in \Lambda}\left[m_{\lambda}\right]_{M} \text {, so } V\left(\bar{\Gamma}\left(M_{S}\right)\right)=\bigcup_{\lambda \in \Lambda}\left[\frac{m_{\lambda}}{1}\right]_{M_{S}}
$$

(both are disjoint unions). Next we show that $\left|[x]_{M}\right|=\left|\left[\frac{x}{1}\right]_{M_{S}}\right|$ for all $x \in$ $V(\bar{\Gamma}(M))$. It is clear that $[x]_{M} \subseteq\left[\frac{x}{1}\right]_{M_{S}}$. For the reverse inclusion, assume $\frac{m}{s} \in\left[\frac{x}{1}\right]_{M_{S}}$. We can suppose that $m \in[x]_{M}, s \in S$, so $\operatorname{Ann}(m)=\operatorname{Ann}(x)$. Therefore $\left\{s^{n} m \mid n \geq 1\right\} \subseteq[x]_{M}$. If $\left|[x]_{M}\right|$ is finite, then there exists $i \in I$ such that $s^{i} m=s^{i+1} m$. So

$$
\frac{m}{s}=\frac{m s^{i}}{s^{i+1}}=\frac{m s^{i+1}}{s^{i+1}}=m \in[x]_{M} ;
$$

therefore $\left|[x]_{M}\right|=\left|\left[\frac{x}{1}\right]_{M_{S}}\right|$. Now suppose that $\left|[x]_{M}\right|$ is infinite. We define an equivalence relation $\approx$ on $S$ by $s \approx t$ if and only if $s x=t x$. It is easily verified that the map

$$
\begin{gathered}
{[x]_{M} \times S / \approx \longrightarrow\left[\frac{x}{1}\right]_{M_{S}}} \\
(b,[s]) \longrightarrow \frac{b}{s}
\end{gathered}
$$

is well-defined, because if $(b,[s])=(a,[t])$, then $a=b$ and $[s]=[t]$. Hence

$$
(s-t) M \subseteq \operatorname{Ann}(x) M=\operatorname{Ann}(a) M=\operatorname{Ann}(b) M
$$

by the hypothesis $s a=t a$ and $s b=t b$, therefore $\frac{a}{t}=\frac{b}{s}$. Also, it is clear that this map is surjective. Thus

$$
\left|\left[\frac{x}{1}\right]\right| \leq\left|[x]_{M}\right||S / \approx| .
$$

The map

$$
\begin{gathered}
S / \approx \longrightarrow[x]_{M} \\
{[s] \longrightarrow s a .}
\end{gathered}
$$

Clearly, it is well-defined and injective. Hence $|S / \approx| \leq\left|[x]_{M}\right|$, and

$$
\left|\left[\frac{x}{1}\right]_{M_{S}}\right| \leq\left|[x]_{M}\right|^{2}=\left|[x]_{M}\right|
$$

since $\left|[x]_{M}\right|$ is infinite, $\left|[x]_{M}\right|=\left|\left[\frac{x}{1}\right]_{M_{S}}\right|$. Thus there is a bijection map

$$
\varphi_{\alpha}:\left[x_{\alpha}\right] \longrightarrow\left[\frac{x_{\alpha}}{1}\right]
$$

for each $\alpha \in \Lambda$. Therefore we define

$$
\varphi: V(\bar{\Gamma}(M)) \longrightarrow V\left(\bar{\Gamma}\left(M_{S}\right)\right)
$$

by $\varphi(m)=\varphi_{\alpha}(m)$, if $m \in\left[x_{\alpha}\right]_{M}$. Clearly, $\varphi$ is a bijection map. Thus we need only to show that $m$ and $n$ are adjacent in $\Gamma(M)$ if and only if $\varphi(m)$ and $\varphi(n)$ are adjacent in $\Gamma\left(M_{S}\right)$; that is, $[m: M][n: M] M=0$ if and only if $\left[\varphi(m): M_{S}\right]\left[\varphi(n): M_{S}\right] M_{S}=0$. Let $m \in[x]_{M}, n \in[y]_{M}, w \in\left[\frac{x}{1}\right]_{M_{S}}$, and $z \in\left[\frac{y}{1}\right]_{M_{S}}$. It is sufficient to show that $[m: M][n: M] M=0$ if and only if $\left[w: M_{S}\right]\left[z: M_{S}\right] M_{S}=0$. If $m$ is adjacent to $n$, then

$$
\begin{aligned}
& {[m: M][n: M] M=0 } \\
\Longrightarrow & {[m: M] \subseteq \operatorname{Ann}_{R}(n)=\operatorname{Ann}_{R}(y) } \\
\Longrightarrow & {[m: M]_{S} \subseteq \operatorname{Ann}_{R_{S}}\left(\frac{y}{1}\right)=\operatorname{Ann}_{R_{S}}(z) } \\
\Longrightarrow & {\left[z: M_{S}\right] \subseteq \operatorname{Ann}_{R_{S}}\left(([m: M] M)_{S}\right) } \\
\Longrightarrow & {\left[z: M_{S}\right] \subseteq \operatorname{Ann}\left(\frac{m}{1}\right)=\operatorname{Ann}\left(\frac{x}{1}\right)=\operatorname{Ann}(w) } \\
\Longrightarrow & {\left[z: M_{S}\right]\left[w: M_{S}\right] M_{S}=0 . }
\end{aligned}
$$

Conversely, if $z$ is adjacent to $w$, then

$$
\begin{aligned}
& {\left[z: M_{S}\right]\left[w: M_{S}\right] M_{S}=0 } \\
\Longrightarrow & {\left[z: M_{S}\right] \subseteq \operatorname{Ann}_{R_{S}}\left(\left[w: M_{S}\right] M_{S}\right) \subseteq \operatorname{Ann}_{R_{S}}(w) } \\
\Longrightarrow & {\left[z: M_{S}\right] \subseteq \operatorname{Ann}_{R_{S}}(w)=\operatorname{Ann}_{R_{S}}\left(\frac{x}{1}\right)=\operatorname{Ann}_{R_{S}}\left(\frac{m}{1}\right) } \\
\Longrightarrow & {\left[z: M_{S}\right]\left[\frac{x}{1}: M_{S}\right] M_{S}=0, }
\end{aligned}
$$

implies that

$$
\begin{aligned}
& {\left[\frac{m}{1}: M_{S}\right] \subseteq \operatorname{Ann}_{R_{S}}\left(\left[z: M_{S}\right] M_{S}\right) \subseteq \operatorname{Ann}_{R_{S}}(z)=\operatorname{Ann}_{R_{S}}\left(\frac{y}{1}\right)=\operatorname{Ann}_{R_{S}}\left(\frac{n}{1}\right) } \\
\Longrightarrow & {\left[\frac{n}{1}: M_{S}\right]\left[\frac{m}{1}: M_{S}\right] M_{S}=0 } \\
\Longrightarrow & {[m: M][n: M] M=0, }
\end{aligned}
$$

hence $\bar{\Gamma}(M)$ and $\bar{\Gamma}\left(M_{S}\right)$ are isomorphic graphs.

Theorem 3.2. Let $M$ be a multiplication $R$-module and $S=R \backslash Z(M)$. Then $\Gamma(M)$ and $\Gamma\left(S^{-1} M\right)$ are isomorphic.
Proof. It is similar to the proof of Theorem 3.1.
Corollary 3.3. Let $M$ and $N$ be multiplication $R$-modules with $S^{-1} M \cong$ $S^{-1} N$. Then $\Gamma(M) \cong \Gamma(N)$. In particular, $\Gamma(M) \cong \Gamma(N)$ when $S^{-1} M=$ $S^{-1} N$.

## 4. Complemented graph $\bar{\Gamma}(M)$ and multiplication module

In this section we prove that, if $M$ is a reduced multiplication $R$-module and $\bar{\Gamma}(M)$ is uniquely complemented, $S^{-1} M$ is von Neumann regular. Furthermore, we show that if $M$ is a multiplication $R$-module with $\operatorname{Nil}(M) \neq 0$, then $\Gamma(M)$ is uniquely complemented if and only if $\bar{\Gamma}(M)$ is a star graph such that $\bar{\Gamma}(M)$ has at most six edges or is an infinite star graph. Finally, we show that if $M$ is a multiplication $R$-module, and $\bar{\Gamma}(M)$ is uniquely complemented, then either $\bar{\Gamma}(M)$ is a star graph or $S^{-1} M$ is von Neumann regular, where $S=R \backslash Z(M)$.

Let $G$ be a (undirected) graph. We will follow the authors in $[6]$ and define that $a \leq b$ if $a$ and $b$ are not adjacent and each vertex of $G$ adjacent to $b$ is also adjacent to $a$; we define $a \sim b$ if and only if $a \leq b$ and $b \leq a$. Thus $a \sim b$ if and only if $a$ and $b$ are adjacent to exactly the same vertices. Clearly $\sim$ is an equivalence relation on $G$. Let $M$ be a multiplication $R$ module and $m, n \in T(M)^{*}$; then $m \sim n$ if and only if $\operatorname{Ann}(m) M \backslash\{m\}=$ $\operatorname{Ann}(n) M \backslash\{n\}$. We also know that if $m \perp n$, then $[m: M][n: M] M=0$ and $\operatorname{Ann}(m) M \cap \operatorname{Ann}(n) M \subseteq\{0, m, n\}$. Now if $\operatorname{Ann}(m) M \cap \operatorname{Ann}(n) M=\{0, m, n\}$, then $[m: M]^{2} M=[n: M]^{2} M=[m: M][n: M] M=0$ and so $m+n$ is adjacent to $m$ and $n$, since $m \perp n, m+n \in\{0, m, n\}$, which is a contradiction. Therefore $m \perp n$ if and only if $\operatorname{Ann}(m) M \cap \operatorname{Ann}(n) M \subset\{0, m, n\}$ and $[m$ : $M][n: M] M=0$.
Proposition 4.1. Let $M$ be a multiplication $R$-module. Then $M$ is von Neumann regular if and only if every cyclic submodule of $M$ is pure in $M$.
Proof. Let every cyclic submodule of $M$ be pure in $M$. Hence $R m=[m: M] m$ for all $m \in M$ and so $m=\alpha m$ for some $\alpha \in[m: M]$. Therefore, $M=$ $\operatorname{Ann}(m) M+R m$ so that $1 \in \operatorname{Ann}(m)+[m: M]$. On the other hand, if $x \in$ $\operatorname{Ann}(m) M \cap R m$, then $x=s m=r m_{0}$ for some $r \in \operatorname{Ann}(m)$ and $s \in R$. Thus $\alpha x=s \alpha m=r \alpha m_{0}=0$, so $x=0$. This implies that $M=\operatorname{Ann}(m) M \oplus R m$. Thus $M$ is von Neumann regular. The converse is obvious.

Lemma 4.2. Consider the following statements for a multiplication $R$-module $M$ with $m, m^{\prime} \in T(M)^{*}$.
(a) $m \sim m^{\prime}$,
(b) $R m=R m^{\prime}$,
(c) $\operatorname{Ann}(m) M=\operatorname{Ann}\left(m^{\prime}\right) M$.

Then under the above conditions, we have:
(1) If $M$ is reduced, then statements (a) and (c) are equivalent.
(2) If $M$ is von Neumann regular, then all three statements are equivalent.

Proof. (1) Let $M$ be reduced; one can easily check that $(\mathrm{a}) \Longleftrightarrow$ (c).
(2) $(\mathrm{a}) \Longleftrightarrow$ (c); since every von Neumann regular module is reduced.
$(\mathrm{b}) \Longrightarrow(\mathrm{c})$; this implication is clear.
$(\mathrm{c}) \Longrightarrow(\mathrm{b})$; Since $M$ is von Neumann regular, $R m \cap[m: M] M=[m: M] R m$.
So $m=s m$ for some $s \in[m: M]$, hence; $(1-s) m^{\prime} \in \operatorname{Ann}(m) M=\operatorname{Ann}\left(m^{\prime}\right) M$. Therefore $\left[m^{\prime}: M\right] m^{\prime} \in R m$. Moreover, since $M$ is a von Neumann regular multiplication, module $\left[m^{\prime}: M\right] m^{\prime}=R m^{\prime}$. So $R m^{\prime} \subseteq R m$ and, similarly, $R m \subseteq R m^{\prime}$; consequently, $R m=R m^{\prime}$.

Lemma 4.3. Let $M$ be a reduced multiplication $R$-module with $m, m^{\prime}, m^{\prime \prime} \in$ $V(\bar{\Gamma}(M))$. If $m \perp m^{\prime}$ and $m \perp m^{\prime \prime}$, then $m^{\prime} \sim m^{\prime \prime}$. Thus $\bar{\Gamma}(M)$ is uniquely complemented if and only if $\bar{\Gamma}(M)$ is complemented.
Proof. Let $m, m^{\prime}, m^{\prime \prime} \in \bar{\Gamma}(M)$. Suppose $m \perp m^{\prime}$ and $m \perp m^{\prime \prime}$. It is sufficient to show that $\operatorname{Ann}\left(m^{\prime}\right) M=\operatorname{Ann}\left(m^{\prime \prime}\right) M$. Suppose $x \in \operatorname{Ann}\left(m^{\prime}\right) M$, so $[x: M]\left[m^{\prime}\right.$ : $M] M=0$. One can easily show that for all $\alpha \in[x: M]$,

$$
\left[\alpha m^{\prime \prime}: M\right]\left[m^{\prime}: M\right] M=0=\left[\alpha m^{\prime \prime}: M\right][m: M] M
$$

So $\alpha m^{\prime \prime} \in\left\{0, m, m^{\prime}\right\}$. If $\alpha m^{\prime \prime}=m$ or $\alpha m^{\prime \prime}=m^{\prime}$, then $m=0$ or $m^{\prime}=0$ is a contradiction. Thus $\alpha m^{\prime \prime}=0$ for all $\alpha \in[x: M]$, and therefore $x \in \operatorname{Ann}\left(m^{\prime \prime}\right) M$ and $\operatorname{Ann}\left(m^{\prime}\right) M \subseteq \operatorname{Ann}\left(m^{\prime \prime}\right) M$. Similarly, $\operatorname{Ann}\left(m^{\prime \prime}\right) M \subseteq \operatorname{Ann}\left(m^{\prime}\right) M$.

As an immediate consequence, we obtain the following result.
Corollary 4.4. Let $M$ be a reduced multiplication $R$-module with $m, m^{\prime}, m^{\prime \prime} \in$ $T(M)^{*}$. If $m \perp m^{\prime}$ and $m \perp m^{\prime \prime}$, then $m^{\prime} \sim m^{\prime \prime}$. Thus $\Gamma(M)$ is uniquely complemented if and only if $\Gamma(M)$ is complemented.

Theorem 4.5. Let $R$ be a Bézout ring and $M$ be a reduced multiplication $R$ module. If $\bar{\Gamma}(M)$ is complemented, then $S^{-1} M$ is von Neumann regular, where $S=R \backslash Z(M)$.

Proof. Let $0 \neq \frac{x}{s} \in S^{-1} M$, where $x \in M$ and $s \in S$. Let $x \notin V(\bar{\Gamma}(M))$ and $x=\sum_{i=1}^{n} \alpha_{i} m_{i} \in[x: M] M$, where $\alpha_{i} \in[x: M]$ and $m_{i} \in M$. Since $R$ is a Bézout ring $\sum_{i=1}^{n} R \alpha_{i}=R \alpha$ for some $\alpha \in R$. So $x=\alpha m$ for some $\alpha \in M$. If $\alpha \in Z(M)$, then $\alpha m_{0}=0$ for some non-zero element $m \in M$. So $\left[m_{0}: M\right][x: M] M=0$; hence $0 \neq m_{0} \subseteq \operatorname{Ann}(x) M=0$, which is a contradiction. Therefore $\alpha \in S=R \backslash Z(M)$. Thus one can easily check that

$$
S^{-1} R\left(\frac{x}{s}\right) \cap S^{-1} M\left(\frac{r}{t}\right)=S^{-1} R\left(\frac{r}{t} \frac{x}{s}\right)
$$

Therefore by Proposition 4.1, $S^{-1} M$ is von Neumann regular.
Next we assume that $x \in V(\bar{\Gamma}(M))$. By the hypothesis there is $y \in V(\bar{\Gamma}(M))$ such that $x \perp y$. Hence $y \in \operatorname{Ann}(x) M$ and so $y=\sum_{i=1}^{m} \beta_{i} m_{i}, m_{i} \in M$ and $\beta_{i} \in \operatorname{Ann}(x)$. Let $R \beta=\sum_{i=1}^{m} R \beta_{i}$ for some $\beta \in R$, so $y=\beta m^{\prime}$ for some
$m^{\prime} \in M$. We show that $\alpha+\beta \in S$. If $\alpha+\beta \in Z(M)$, then $(\alpha+\beta) m_{1}=0$ for some non-zero $m_{1} \in M$. So $\left[\alpha m_{1}: M\right][x: M] M=0=[y: M]\left[\alpha m_{1}: M\right] M$. Since $M$ is a reduced module $x \neq \alpha m_{1}$ and $y \neq \alpha m_{1}$. Thus $\alpha m_{1}=0$, and hence $\beta m_{1}=0$. So

$$
[x: M]\left[m_{1}: M\right] M=0=[y: M]\left[m_{1}: M\right] M
$$

By a similar argument we have $m_{1}=0$, a contradiction. Therefore $\alpha+\beta \in S$ and $\frac{x}{s}=\frac{\alpha}{\alpha+\beta} \frac{x}{s}$. A simple check yields that

$$
S^{-1} R\left(\frac{x}{s}\right) \cap S^{-1} M\left(\frac{r}{t}\right)=S^{-1} R\left(\frac{r}{t} \frac{x}{s}\right) .
$$

Hence by Proposition 4.1, $S^{-1} M$ is von Neumann regular.
Lemma 4.6. Let $R$ be a von Neumann regular ring. Then every multiplication $R$ - module is reduced.

Proof. Lemma 2.5 of [19].
As an immediate consequence, we obtain the following result.
Corollary 4.7. Let $R$ be a von Neumann regular ring and $M$ be a multiplication $R$-module. If $\bar{\Gamma}(M)$ is complemented, then $S^{-1} M$ is von Neumann regular, where $S=R \backslash Z(M)$.

Corollary 4.8. Let $M$ be a reduced cyclic $R$-module. If $\bar{\Gamma}(M)$ is complemented, then $S^{-1} M$ is von Neumann regular, where $S=R \backslash Z(M)$.

Proof. It is similar to the proof of Theorem 4.5.
Example 4.9. Let $R=\mathbb{Z}$ and $M=\mathbb{Z}_{2} \oplus \mathbb{Z}_{3}$. Clearly $M$ is reduced, and by Example 2.7, $\bar{\Gamma}(M)$ is complemented. So by Corollary $4.8, S^{-1} M$ is von Neumann regular.

Lemma 4.10. Let $R=\mathbb{Z}$ and $M=\mathbb{Z}_{p q}$ where $p$ and $q$ are distinct prime numbers. Then $\bar{\Gamma}(M)$ is complete bipartite.

Proof. Let $x \in V(\bar{\Gamma}(M))$, so either $x=t p$ or $x=s q$ for some $s, q \in R$. Therefore $\bar{\Gamma}(M)$ may be partitioned into two disjoint vertex sets $A$ and $B$, where $A=\{t p \mid t \in R, t p<n\}$ and $B=\{s q \mid s \in R s q<n\}$, and so $\bar{\Gamma}(M)$ is a complete bipartite graph.

Corollary 4.11. Let $M$ be a cyclic reduced $R$-module. The following statements are equivalent:
(1) $S^{-1} M$ is von Neumann regular, where $S=R \backslash Z(M)$.
(2) $\bar{\Gamma}(M)$ is uniquely complemented.
(3) $\bar{\Gamma}(M)$ is complemented.

Proof. (1) $\Longrightarrow(2)$. Let $M$ be a von Neumann regular $R$-module and $m \in$ $V(\bar{\Gamma}(M))$. So $[m: M] M \cap R m=R m[m: M]$. Since $R m$ is a weak-cancellation module, $R=[m: M]+\operatorname{Ann}(m)$. Say $M:=R x$ for some $x \in M$. Thus $R x=$ $R m+\operatorname{Ann}(m) x$ and therefore $x=r m+y$ for some $r \in R, y \in \operatorname{Ann}(m) x$. One can easily check that $y \in V(\bar{\Gamma}(M))$ and $y \perp m$, so $\bar{\Gamma}(M)$ is complemented. Since $M$ is a cyclic $R$-module, then $S^{-1} M$ is a cyclic $S^{-1} R$-module, and therefore by the above comments, $\bar{\Gamma}\left(S^{-1} M\right)$ is complemented. Moreover, by Theorem 3.2 $\bar{\Gamma}(M) \cong \bar{\Gamma}\left(S^{-1} M\right)$, so $\bar{\Gamma}(M)$ is complemented. Consequently, $\bar{\Gamma}(M)$ is uniquely complemented by Lemma 4.3.
$(2) \Longrightarrow(3)$. This is true for any graph.
$(3) \Longrightarrow(1)$. By Corollary 4.8.
Corollary 4.12. Let $R=\mathbb{Z}$ and $M=\mathbb{Z}_{p_{1} p_{2} \ldots p_{n}}$, where $p_{i}, 1 \leq i \leq n$ are distinct prime numbers. Then $\bar{\Gamma}(M)$ is uniquely complemented and $S^{-1} M$ is von Neumann regular.

Proof. Let $n=3$ and $x \in V(\bar{\Gamma}(M))$. So there exist $i, j, k \in\{1,2,3\}$ such that either $x=t_{i} p_{i}$, where $t_{i} \in \mathbb{Z}$ and $p_{j}$ is not divisible by $t_{i}$ for $i \neq j$, or $x=s_{i} p_{k} p_{j}$ where $s_{i} \in \mathbb{Z}$ and $p_{j}$ is not divisible by $s_{i}$ for $i \neq j, i \neq k$. A routine argument shows that $x=t_{i} p_{i} \perp p_{k} p_{j}$ and $x=s_{i} p_{k} p_{j} \perp p_{i}$ for distinct $i, j, k$. Therefore by a similar argument we can show that $\bar{\Gamma}(M)$ is complemented, and by Corollary $4.11 \bar{\Gamma}(M)$ is uniquely complemented and $S^{-1} M$ is von Neumann regular.

The next example shows that $S^{-1} M$ is von Neumann regular, while $M$ is not von Neumann regular in spite of $\Gamma(M) \cong \Gamma\left(S^{-1} M\right)$.

Example 4.13. (a) Let $M_{1}$ be an $R_{1}$-module and $M_{2}$ an $R_{2}$-module; then $M=M_{1} \times M_{2}$ is an $R=R_{1} \times R_{2}$ module with this multiplication $R \times M \longrightarrow M$, defined by $\left(r_{1}, r_{2}\right)\left(m_{1}, m_{2}\right)=\left(r_{1} m_{1}, r_{2} m_{2}\right)$.

Now let $M=\mathbb{Z} \times n \mathbb{Z}$ and $R=\mathbb{Z} \times \mathbb{Z}$. Therefore the graph $\Gamma(M)$ is a complete bipartite graph (that is, $\Gamma(M)$ may be partitioned into two disjoint vertex sets, $V_{1}=\left\{\left(m_{1}, 0\right) \mid m_{1} \in(\mathbb{Z})^{*}\right\}$ and $V_{2}=\left\{\left(0, m_{2}\right) \mid m_{2} \in(n \mathbb{Z})^{*}\right\}$, and two vertices $x$ and $y$ are adjacent if and only if they are in distinct vertex sets). Therefore $\Gamma(M)$ is complemented. Also, $M$ is a faithful multiplication $R$-module, since $M=R(1, n)$. A simple check yields that $M$ is reduced. Thus $S^{-1} M$ is von Neumann regular by Corollary 4.8. But $M$ is not von Neumann regular (use $N=R(2,2 n)$ and $I=[N: M]$ ).
(b) Let $R=\mathbb{Z}_{2} \times \mathbb{Z}$ and $M=R$ as an $R$-module. So $M$ is a faithful multiplication $R$-module. Clearly, $M$ is reduced and $\Gamma(M)$ is an infinite star graph with center $(\overline{1}, 0)$. Thus $\Gamma(M)$ is complemented; by Corollary 4.8, $S^{-1} M$ is von Neumann regular, but $M$ is not von Neumann regular.

Lemma 4.14. Let $M$ be a multiplication $R$-module; if $x \in \operatorname{Nil}(M)$, then there exists $n \in \mathbb{N}$ such that $\alpha^{n} x=0$ for all $\alpha \in[x: M]$.

Proof. By the proof of Lemma 3.7 Step (1) of [16].

Proposition 4.15. Let $M$ be a multiplication $R$-module with $\operatorname{Nil}(M) \neq 0$. Then
(a) If $\bar{\Gamma}(M)$ is complemented, then either $|M| \leq 16$ or $|M|>16$ and $\operatorname{Nil}(M)=\{0, x\}$ for some $0 \neq x \in M$.
(b) If $\bar{\Gamma}(M)$ is uniquely complemented with $|M|>16$, then any complement of the non-zero $x \in \operatorname{Nil}(M)$ is an end.

Proof. (a) We subdivide the proof of (a) into the following steps:
Let $\bar{\Gamma}(M)$ be complemented and $x \in \operatorname{Nil}(M)$. Assume that $\alpha \in[x: M]$, by Lemma $4.14 \alpha^{n} x=0$ for some $n \in \mathbb{N}$. Choose $n$ to be as small as possible, $\alpha^{n} x=0$. Then $n \geq 1$ and $\alpha^{n-1} x \neq 0$.

Step 1: In this step we claim that $n \leq 3$. Suppose that $n>3$, so $\alpha x \in$ $V(\bar{\Gamma}(M))$. Since $\bar{\Gamma}(M)$ is complemented, there is a $y \in V(\bar{\Gamma}(M)$ such that $y$ is a complement of $\alpha x$. Then

$$
\left[\alpha^{n-1} x: M\right][y: M] M=0=\left[\alpha^{n-1} x: M\right][\alpha x: M] M
$$

so $\alpha^{n-1} x=y$ will be the only possibility. Thus $\alpha x \perp \alpha^{n-1} x$. Similarly, $\alpha^{i} x \perp \alpha^{n-1} x$ for each $1 \leq i \leq n-2$. Let $m=\alpha^{n-2} x+\alpha^{n-1} x$. Then

$$
[m: M]\left[\alpha^{n-1} x: M\right] M=0=[m: M]\left[\alpha^{n-2} x: M\right] M
$$

which is a contradiction, since $\alpha^{n-2} x \perp \alpha^{n-1} x$ and $\alpha^{n-2} x+\alpha^{n-1} x \notin\left\{0, \alpha^{n-1} x\right.$, $\left.\alpha^{n-2} x\right\}$. Thus $n \leq 3$.

Step 2: Let $n=3$, so $\alpha^{3} x=0$ but $\alpha^{2} x \neq 0$. We show that $|M| \leq 16$. Similar to step $1, \alpha x \perp \alpha^{2} x$. Also, $\operatorname{Ann}(x) M \subseteq\left\{0, \alpha^{2} x\right\}$, since if $z \in \operatorname{Ann}(x) M$, then $[z: M][x: M] M=0$; hence $z$ is adjacent to the two elements $\alpha x$ and $\alpha^{2} x$. Therefore $z=\alpha^{2} x$, so $\operatorname{Ann}(x) M \subseteq\left\{0, \alpha^{2} x\right\}$. In this case $R \alpha^{2} x=\left\{0, \alpha^{2} x\right\}$, because for all $r \in R$,

$$
\left[r \alpha^{2} x: M\right][\alpha x: M] M=0=\left[r \alpha^{2} x: M\right]\left[\alpha^{2} x: M\right] M
$$

hence $r \alpha^{2} x \in\left\{0, \alpha x, \alpha^{2} x\right\}$. But if $r \alpha^{2} x=\alpha x$, then $\alpha^{2} x=0$ is a contradiction, and so $R \alpha^{2} x=\left\{0, \alpha^{2} x\right\}$. Also,

$$
\operatorname{Ann}\left(\alpha^{2} x\right) M \subseteq\left\{0, x, \alpha x, \alpha^{2} x, x+\alpha x, x+\alpha^{2} x, \alpha x+\alpha^{2} x, x+\alpha x+\alpha^{2} x\right\}
$$

since if $z \in \operatorname{Ann}\left(\alpha^{2} x\right) M$, then $\alpha^{2} z \in \operatorname{Ann}(x) M=\left\{0, \alpha^{2} x\right\}$ and either $\alpha^{2} z=0$ or $\alpha^{2} z=\alpha^{2} x$. Thus either

$$
[\alpha z: M][\alpha x: M] M=0=[\alpha z: M]\left[\alpha^{2} x: M\right] M
$$

or

$$
[(\alpha z-\alpha x): M][\alpha x: M] M=0=[(\alpha z-\alpha x): M]\left[\alpha^{2} x: M\right] M
$$

Since $\alpha x \perp \alpha^{2} x$, we have either $\alpha z \in\left\{0, \alpha x, \alpha^{2} x\right\}$ or $(\alpha z-\alpha x) \in\left\{0, \alpha x, \alpha^{2} x\right\}$. Now let $\alpha^{2} z=0$, so $\alpha z \neq \alpha x$; therefore either $\alpha z=0$ or $\alpha(z-\alpha x)=0$. So

$$
[z: M][\alpha x: M] M=0=[z: M]\left[\alpha^{2} x: M\right] M
$$

or

$$
[(z-\alpha x): M][\alpha x: M] M=0=[(z-\alpha x): M]\left[\alpha^{2} x: M\right] M
$$

hence $z \in\left\{0, \alpha x, \alpha^{2} x, \alpha^{2} x+\alpha x\right\}$. Thus we may assume that $\alpha^{2} z=\alpha^{2} x$; then $\alpha z-\alpha x \neq \alpha x$. On the other hand, $\alpha z-\alpha x \in\left\{0, \alpha x, \alpha^{2} x\right\}$, so either $\alpha z-\alpha x=0$ or $(\alpha z-\alpha x)=\alpha^{2} x$, and by a similar argument, $z \in\left\{x, \alpha^{2} x, x+\alpha x, x+\alpha x+\right.$ $\left.\alpha^{2} x\right\}$. Consequently,

$$
\operatorname{Ann}\left(\alpha^{2} x\right) M \subseteq\left\{0, x, \alpha x, \alpha^{2} x, x+\alpha x, x+\alpha^{2} x, \alpha x+\alpha^{2} x, x+\alpha x+\alpha^{2} x\right\}
$$

Since $\alpha^{2}[x: M] M \neq 0$, there are $\gamma \in[x: M]$ and $m \in M$ such that $\alpha^{2} \gamma m \neq 0$, and a simple check yields $\alpha^{2} \gamma m=\alpha^{2} x$. Let $m_{0} \in M$, so $\alpha^{2} \gamma m_{0} \in R \alpha^{2} x=$ $\left\{0, \alpha^{2} x\right\}$. If $\alpha^{2} \gamma m_{0}=0$, then $m_{0} \in \operatorname{Ann}\left(\alpha^{2} x\right) M$, and if $\alpha^{2} \gamma m_{0}=\alpha^{2} x$, then $m_{0}-m \in \operatorname{Ann}\left(\alpha^{2} x\right)$. Consequently, $|M| \leq 16$.

Step 3: In this step we show that $H=\operatorname{Ann}\left(\alpha^{2} x\right) M$ is a unique maximal submodule of M. Clearly, $H \neq M$ and $R \alpha^{2} x \cong \frac{R}{\operatorname{Ann}\left(\alpha^{2} x\right)}$. Since $R \alpha^{2} x=$ $\left\{0, \alpha^{2} x\right\}, \operatorname{Ann}\left(\alpha^{2} x\right)$ is a maximal ideal of $R$. Hence by Theorem 2.5 [15], $\operatorname{Ann}\left(\alpha^{2} x\right) M$ is a maximal submodule. Also,

$$
\operatorname{Ann}\left(\alpha^{2} x\right) M \subseteq R x \subseteq N i l(M) \subseteq \operatorname{Ann}\left(\alpha^{2} x\right) M
$$

Therefore $\operatorname{Ann}\left(\alpha^{2} x\right) M=\operatorname{Nil}(M)$ is a unique maximal submodule of $M$. Also, a simple check yields that $R m \neq M$ for all $m \in V(\bar{\Gamma}(M))$. Therefore by Theorem $2.5[15] R m \subseteq H$, so $V(\bar{\Gamma}(M)) \subseteq H$. So $V(\bar{\Gamma}(M))=\operatorname{Ann}\left(\alpha^{2} x\right) M$, so $\bar{\Gamma}(M)$ is a star graph with center $\alpha^{2} x$ and at most 6 edges.

Step (4): Assume that $n=2$; we show that $[x: M]^{2} x=0$. Let $[x: M]^{2} x \neq 0$. There exist two elements $\alpha, \beta \in[x: M]$ such that $\alpha \beta x \neq 0$. Also, $\alpha \beta \gamma m \neq 0$ for some $m \in M$ and $\gamma \in[x: M]$. On the other hand, $\alpha^{2} x=\beta^{2} x=\gamma^{2} x=0$ and $\alpha x \perp y$ for some $y \in V(\bar{\Gamma}(M))$. A simple check yields that $R \alpha x \subseteq$ $\{0, \alpha x, y\}$ and $y=\alpha \beta x$. Hence $\alpha x \perp \alpha \beta x$. So $R(\alpha x)=\{0, \alpha x, \alpha \beta x\}$ and $\operatorname{Ann}(\alpha x) M=\{0, \alpha x, \alpha \beta x\}$. Also, $\alpha \beta \gamma m$ is adjacent to two vertices $\alpha x$ and $\alpha \beta x$, but $\alpha \beta \gamma m \neq \alpha x$. Thus $\alpha \beta \gamma m=\alpha \beta x$. We know that $\alpha \beta m$ is adjacent to two vertices, $\alpha x$ and $\alpha \beta x$, but $\alpha \beta m \neq \alpha \beta \gamma m=\alpha \beta x$, so $\alpha \beta m=\alpha x$, which is a contradiction. Thus $[x: M]^{2} x=0$.

Step (5): Assume that $n=2$ and $[x: M]^{2} x=0$. We show that $|M| \leq 12$. By hypothesis, $\alpha^{2} x=0$ and $\alpha x \neq 0$; hence $\alpha[x: M] M \neq 0$. Thus $\alpha \beta m \neq 0$ for some $\beta \in[x: M]$ and $m \in M$. We know that $\Gamma(M)$ is complemented and $0 \neq \alpha \beta m \in \operatorname{Ann}(x) M$, so $x \in V(\bar{\Gamma}(M))$. So there is $y \in V(\bar{\Gamma}(M))$ such that $x \perp y$, but $\alpha x$ is adjacent to two vertices, $x$ and $y$. Hence either $\alpha x=x$ or $\alpha x=y$. If $\alpha x=x$, then multiplying by $\alpha$ we have $\alpha x=0$, which is a contradiction, so $\alpha x=y$. Let $z \in \operatorname{Ann}(x) M$. Hence $z \in\{0, x, \alpha x\}$, since $x \perp \alpha x=y$. If $z=x$, then $[x: M] x=0$, which is a contradiction. Therefore $\operatorname{Ann}(x) M=\{0, \alpha x\}$. Also, a simple check yields that $R(\alpha x)=\{0, \alpha x\}$. On the other hand, $\alpha \beta m \in \operatorname{Ann}(\alpha m) M$, so $\alpha m \in V(\bar{\Gamma}(M))$, and there exists $w \in V(\bar{\Gamma}(M))$ such that $\alpha m \perp w$; but $\alpha \beta m$ is adjacent to two vertices, $\alpha m$ and $w$. Therefore $\alpha \beta m=w$ will be the only possibility, and so $\alpha \beta m \perp \alpha m$. Also, $\alpha \beta m$ is adjacent to two vertices, $\alpha x$ and $x$; hence $\alpha \beta m=\alpha x$. Now we show that $\operatorname{Ann}(\alpha x) M=\{0, \alpha m, \alpha x, x, x+\alpha m, x+\alpha x\}$. Let $v \in \operatorname{Ann}(\alpha x) M$,
so $\alpha v \in \operatorname{Ann}(x) M=\{0, \alpha x\}$. If $\alpha v=0$, then

$$
[v: M][\alpha \beta m: M] M=0=[v: M][\alpha m: M] M
$$

and if $\alpha v=\alpha x$, then

$$
[v-x: M][\alpha \beta m: M] M=0=[v-x: M][\alpha m: M] M
$$

Consequently, $\operatorname{Ann}(\alpha x) M=\{0, \alpha m, \alpha x, x, x+\alpha m, x+\alpha x\}$, and $|\operatorname{Ann}(\alpha x) M| \leq$ 6. For all $m_{0} \in M, \alpha \beta m_{0} \in R(\alpha x)=\{0, \alpha x\}$. So either $m_{0} \in \operatorname{Ann}(\alpha x) M$ or $m_{0}-m \in \operatorname{Ann}(\alpha x) M$, since $\alpha \beta m=\alpha x$. Therefore $|M| \leq 12$. By a similar argument in Step (3), $\operatorname{Ann}(\alpha x) M=\operatorname{Nil}(M)$ is a unique maximal submodule of $M$, and $\bar{\Gamma}(M)$ is a star graph with a center $\alpha x$ with at most 4 edges.

Step (6): Assume that $n=1$. If $[x: M] x \neq 0$, based on the above steps we have $6 \leq|M| \leq 16$. So we may assume that $[x: M] x=0$. We show that $|M|=9$ or $\operatorname{Nil}(M)=\{0, x\}$ with $2 x=0$ and $|M| \neq 9$. Let $x \in[x: M] M$ so $x=\sum_{i=1}^{n} \alpha_{i} m_{i}$ where $\alpha_{i} \in[x: M]$ and $m_{i} \in M$ for all $1 \leq i \leq n$. Since $\bar{\Gamma}(M)$ is complemented, there is $y \in T(M)^{*}$ such that $x \perp y$, so $R x \subseteq\{0, x, y\}$. If $x \neq \alpha_{i} m_{i}$ for all $i$, then $\alpha_{i} m_{i} \in R x$, and so $\alpha_{i} m_{i}=y$ for all $i$. Suppose that $\alpha_{i} m_{i}=\alpha_{1} m_{1}$; thus $x=\sum_{i=1}^{n} \alpha_{1} m_{1}=\left(\sum_{i=1}^{n} \alpha_{1}\right) m_{1}=\beta m_{1}$ where $\beta=\sum_{i=1}^{n} \alpha_{1} \in$ $[x: M]$. Hence we may assume that $x=\alpha m$ for some $\alpha \in[x: M]$ and $m \in M$ such that $\alpha^{2} m=0$, but $0 \neq \alpha m$. We know that $x+x \in R x \subseteq\{0, x, y\}$; if $x+x \neq 0$, then $R x=\{0, x, 2 x\}, x \perp 2 x$, and $\operatorname{Ann}(x) M=\{0, x, 2 x\}$. For all $m_{0} \in M, \alpha m_{0} \in R x$; therefore

$$
\begin{aligned}
{\left[m_{0}: M\right][x: M] M=0 } & =\left[m_{0}: M\right][2 x: M] \\
\text { or } & \\
{\left[m_{0}-m: M\right][x: M] M=0 } & =\left[m_{0}-m: M\right][2 x: M] \\
\text { or } & \\
{\left[m_{0}-2 m: M\right][x: M] M=0 } & =\left[m_{0}-2 m: M\right][2 x: M] .
\end{aligned}
$$

Hence $|M|=9$, and by a similar argument in $\operatorname{Step}(3), \operatorname{Ann}(x) M$ is a unique maximal submodule of $M$ and $\bar{\Gamma}(M)$ is a star graph. Now let $|M| \neq 9$. So by the above argument, we must have $2 x=0$. We claim that $\operatorname{Nil}(M)=\{0, x\}$. Suppose that $z$ is another non-zero element of $\operatorname{Nil}(M)$; hence $[z: M] z=0$ and $z=\beta m^{\prime}$ for some $\beta \in[z: M]$ and $m^{\prime} \in M$, such that $\beta^{2} m^{\prime}=0$. Also, $0 \neq x \in \operatorname{Ann}(x) M$ and $0 \neq z \in \operatorname{Ann}(z) M$, so $x, z \in V(\bar{\Gamma}(M))$. Since $\bar{\Gamma}(M)$ is complemented, there are $x^{\prime}, z^{\prime} \in V(\bar{\Gamma}(M))$ such that $x \perp x^{\prime}$ and $z \perp z^{\prime}$. Therefore $R x \subseteq\left\{0, x, x^{\prime}\right\}$ and $R z \subseteq\left\{0, z, z^{\prime}\right\}$. Observe that $\alpha \beta m=0$. Let $0 \neq \alpha \beta m \in R x$ and $\alpha \beta m \in R z$, if $\alpha \beta m=x \in R z$. Thus $x=z^{\prime}$, so $x \perp z$, and hence, $\alpha \beta m=0$ is a contradiction. If $\alpha \beta m=x^{\prime}$, then $R x=$ $\{0, x, \alpha \beta m\}=\operatorname{Ann}(x) M$, and, similar to the above argument, $|M|=9$, which is a contradiction. So $\alpha \beta m=0$. On the other hand, $x=\beta m^{\prime} \in \operatorname{Ann}(x+z) M$, so $x+z \in V(\bar{\Gamma}(M))$. Let $w$ be a complement of $x+z$; clearly, $w$ is neither $x$ nor $z$. It is clear that $\alpha w \in R x \subseteq\left\{0, x, x^{\prime}\right\}$, if $\alpha w=0$. Then $x$ is adjacent to two elements, $w$ and $x+z$, which is a contradiction. If $\alpha w=x^{\prime}$, then $R x=$
$\{0, x, \alpha w\}=\operatorname{Ann}(x) M$, and it implies that $|M|=9$, which is a contradiction. Hence we may assume that $\alpha w=x$ and similarly, $\beta w=z$. Then

$$
R z=[z: M] w, R x=[x: M] w .
$$

Since $w \perp x+z$,

$$
[w: M] x=[w: M] z,
$$

and $x, x+z \in R z$. Hence $x+z=z^{\prime}=x$ or $x+z=0$. In both case, we have a contradiction. Consequently, $\operatorname{Nil}(M)=\{0, x\}$.
(b) Let $0 \neq x \in \operatorname{Nil}(M)$ and $|M| \geq 17$. By the proof (a) we have $\operatorname{Nil}(M)=$ $\{0, x\}$ for some $x \in M$ such that $2 x=0$ and $[x: M] x=0$. Hence $x \in V(\bar{\Gamma}(M))$. Since $\bar{\Gamma}(M)$ is complemented, there is $y \in V(\bar{\Gamma}(M))$ such that $x \perp y$. We claim that $y$ is an end. We first show that $x+y$ also is a complement for $x$. Clearly, $x+y \in V(\bar{\Gamma}(M))$ and $[x+y: M][x: M] M=0$, because $[x: M] x=0$ and $x \perp y$. If $w \in V(\bar{\Gamma}(M))$ is adjacent to both $x$ and $x+y$, then

$$
[x+y: M][w: M] M=0=[x: M][w: M] M .
$$

Hence $[w: M] R(x+y)=0$, so $[y: M][w: M] M=0$. Moreover, $x \perp y$, thus either $w=x$ or $w=y$. If $w=y$, then $[y: M] y=0$. Therefore $y \in \operatorname{Nil}(M)=\{0, x\}$, which is a contradiction, so $x=w$. Thus $x+y$ is a complement for $x$. Since $\bar{\Gamma}(M)$ is uniquely complemented, $x+y \sim y$. Assume that $z \in V(\bar{\Gamma}(M)) \backslash\{x\}$ such that $z$ is adjacent to $y$; hence, $z$ is adjacent to $x+y$. So $[z: M][x: M] M=0$. Thus $z=y$, since $x \perp y$. Consequently, $y$ is an end.

Remark 4.16. The proof of Proposition 4.15(a) shows that if $M$ is a multiplication $R$-module such that $\bar{\Gamma}(M)$ is complemented and $|N i l(M)|>2$, then $|M| \leq 16$. Also, $M$ has a unique maximal submodule and $\bar{\Gamma}(M)$ is a star graph with at most six edges. Therefore $\bar{\Gamma}(M)$ is uniquely complemented. Also, it shows that if $\bar{\Gamma}(M)$ is not uniquely complemented, then $\operatorname{Nil}(M)=\{0, x\}$, in which $x$ is an element of $M$ such that $x[x: M]=0$. Hence $x=\beta m$ for some $m \in M$, and $\beta \in[x: M]$.

Example 4.17. Let $R=\mathbb{Z}$ and $M=\mathbb{Z}_{20}$. Clearly, $M$ is not reduced, so $\operatorname{Nil}(M) \neq 0$ and $\Gamma(M)$ is complemented, but not uniquely complemented. So by the proof of Proposition 4.15, $\operatorname{Nil}(M)=\{0,10\}$.

Clearly, star graphs are uniquely complemented. The next theorem shows that for a multiplication $R$-module $M$ with $\operatorname{Nil}(M) \neq 0$, if $\bar{\Gamma}(M)$ is uniquely complemented, then $\bar{\Gamma}(M)$ is a star graph.

Theorem 4.18. Let $R$ be a Bézout ring and $M$ be a multiplication $R$-module with $\operatorname{Nil}(M) \neq 0$. If $\bar{\Gamma}(M)$ is a uniquely complemented graph, then either $\bar{\Gamma}(M)$ is a star graph with at most six edges or $\bar{\Gamma}(M)$ is an infinite star graph with center $x$, where $\operatorname{Nil}(M)=\{0, x\}$.


Figure 3

Proof. Suppose that $\bar{\Gamma}(M)$ is uniquely complemented and $\operatorname{Nil}(M) \neq 0$. Let $|M| \leq 16$; then by Remark $4.16, \bar{\Gamma}(M)$ is a star graph with at most six edges. Let $|M|>16$. Hence by Step (7) of Proposition 4.15(a), $\operatorname{Nil}(M)=\{0, x\}$ for some $0 \neq x \in M$ and $[x: M] x=0$.

We first show that $\bar{\Gamma}(M)$ is an infinite graph. Let $c$ be a complement of $x$, so $\operatorname{Ann}(c) M=\{0, x\}=\operatorname{Nil}(M)$, by Proposition 4.15(b). Let $c=\sum_{i=1}^{n}\left(\alpha_{i} m_{i}\right) \in$ $[c: M] M$, where $\alpha_{i} \in[c: M]$ and $m_{i} \in M$ for $1 \leq i \leq n$. Since $R$ is a Bézout ring, $\sum_{i=1}^{n} R \alpha_{i}=R \alpha$ for some $\alpha \in R$. We claim that $\alpha c$ is also a complement of $x$. If $z$ is adjacent to both vertices $x$ and $\alpha c$, then

$$
[\alpha c: M][z: M] M=0=[x: M][z: M] M .
$$

Therefore $\alpha z \in \operatorname{Ann}(c) M=\{0, x\}$. So either $\alpha z=0$ or $\alpha z=x$. If $\alpha z=0$, then $[z: M] c=0$; so $z \in \operatorname{Ann}(c) M$, which is a contradiction, and $\alpha z=x$. Hence $\alpha[z: M] z=x[z: M]=0$. Therefore $z[z: M] \subseteq \operatorname{Ann}(c) M=\operatorname{Nil}(M)$, and hence $z \in \operatorname{Nil}(M)=\{0, x\}$, which again is a contradiction. Consequently, $\alpha c \perp x$; so by Proposition 4.15(b), $\operatorname{Ann}(\alpha c) M=\{0, x\}$. By a similar argument, $\alpha^{i} c \perp x$ and $\operatorname{Ann}\left(\alpha^{i} c\right) M=\{0, x\}$ for $1 \leq i \leq n$. Hence each $\alpha^{i} c$ is an end. Next, note that $\alpha^{i} c$ are all distinct. If not, suppose that $\alpha^{i} c=\alpha^{j} c$ for some $1 \leq i<j$. Therefore $\alpha^{i}\left(1-\alpha^{j-i}\right) c=0$, so $\left(1-\alpha^{j-i}\right) \in \operatorname{Ann}\left(\alpha^{i} c\right)$. Using the proof of Proposition 4.15(a) Step $6, x=\beta m$ for some $\beta \in[x: M]$ and $m \in M$, such that $\beta^{2} m=0$ but $\beta m \neq 0$. Hence $\left(1-\alpha^{j-i}\right) m \in \operatorname{Ann}\left(\alpha^{i} c\right) M=\{0, x\}$. So either $m-\alpha^{i-j} m=0$ or $m-\alpha^{i-j} m=x$. If $m=\alpha^{i-j} m$, then

$$
x=\beta m=\beta \alpha^{i-j} m \in \beta \alpha^{i-j-1} R c \subseteq \alpha^{i-j-1}[x: M][c: M] M=0,
$$

which is a contradiction. Thus $m-\alpha^{i-j} m=x$. So

$$
x-\alpha^{i-j} \beta m=\beta m-\alpha^{i-j} \beta m=\beta x=0 .
$$

Hence $x \in \alpha^{i-j-1} \beta R c=0$, which again is a contradiction. Consequently, $\bar{\Gamma}(M)$ is infinite.

Next, we show that $\bar{\Gamma}(M)$ is a star graph with center $x$. By contradiction, suppose that $\bar{\Gamma}(M)$ is not a star graph. Let $c \in V(\bar{\Gamma}(M))$ be a complement of $x$, so there is a $a \in V(\bar{\Gamma}(M)) \backslash\{x, c\}$ such that $[a: M][x: M] M=0$, but $a$ is not an end. Hence there is $y \in V(\bar{\Gamma}(M)) \backslash\{a, x, c\}$ such that $y \perp a$. Let $c=\sum_{i=1}^{n}\left(\alpha_{i} m_{i}\right)$, where $\alpha_{i} \in[c: M]$ and $m_{i} \in M$, for $1 \leq i \leq n$, and
let $R \alpha=\sum_{i=1}^{n} R \alpha_{i}$. We can check that $\alpha y \notin\{0, a, x, c, y\}$. If $\alpha y=0$, then $[y: M] c=0$, which is a contradiction with $c$ is an end. If $\alpha y=x$, then $\alpha[y: M][c: M] M=0$, so $y \in \operatorname{Ann}(\alpha c) M=\{0, x\}$, which is a contradiction. If $\alpha y=y$, then $\alpha y[x: M] \subseteq[x: M] R c=0$, which is a contradiction. If $\alpha y=c$, then $a$ is adjacent to $c$, which is a contradiction. Last, if $\alpha y=a$, then $\alpha y[y$ : $M]=0$. So $y[y: M] \in \operatorname{Ann}(\alpha c) M=\operatorname{Nil}(M)$, and therefore $y \in \operatorname{Nil}(M)$, which is a contradiction. Thus $\alpha y \in V(\bar{\Gamma}(M)) \backslash\{a, x, c, y\}$. By the hypothesis, there is $z \in V(\bar{\Gamma}(M))$ such that $z$ is a complement of $\alpha y$. One can also verify that $z \notin\{0, \alpha y, a, x, c, y\}$ (Use $y \notin \operatorname{Nil}(M)$ to show that $z \notin\{c, y\}$ and use $\alpha y \perp z$ to show that $z \notin\{a, x\})$. Clearly, $[x: M][z: M] M \neq 0$. Let $z=\sum_{i=1}^{s} r_{i} m_{i}$, where $r_{i} \in[z: M]$ and $m_{i} \in M$ for $1 \leq i \leq s$, and let $R \gamma=\sum_{i=1}^{n} R r_{i}$. If $\gamma x=0$, then $[x: M][z: M] M=0$, which is a contradiction. So we must suppose that $\gamma x \neq 0$. Also, $[\gamma x: M][c: M] M=0$; hence $\gamma x \in \operatorname{Ann}(c) M$. Thus $\gamma x=x$. On the other hand, $\alpha y \perp z$, so

$$
[\gamma y: M][c: M] M=[y: M] R\left(\sum_{i=1}^{n}\left(\gamma \alpha_{i} m_{i}\right)\right) \subseteq[y: M] R \alpha z=0
$$

Therefore $\gamma y \in \operatorname{Ann}(c) M$. Hence either $\gamma y=0$ or $\gamma y=x$. So $x$ is adjacent to both $y$ and $a$, but this is a contradiction with $a \perp y$; consequently, $\bar{\Gamma}(M)$ is an infinite star graph with center $x$.

Corollary 4.19. Let $M$ be a cyclic R-module with $\operatorname{Nil}(M) \neq 0$. If $\bar{\Gamma}(M)$ is a uniquely complemented graph, then either $\bar{\Gamma}(M)$ is a star graph with at most six edges or $\bar{\Gamma}(M)$ is an infinite star graph with center $x$, where $\operatorname{Nil}(M)=\{0, x\}$.

Proof. It is similar to the proof of Theorem 4.18.
Corollary 4.20. Let $R$ be a Bézout ring and $M$ be a multiplication $R$ module. If $\bar{\Gamma}(M)$ is uniquely complemented, then either $\bar{\Gamma}(M)$ is a star graph or $S^{-1} M$ is von Neumann regular. Moveover, for a cyclic $R$-module $M$, the converse is true.

Proof. Let $\bar{\Gamma}(M)$ be uniquely complemented. If $\operatorname{Nil}(M)=0$, then $M$ is reduced and by Theorem 4.5, $S^{-1} M$ is von Neumann regular. If $\operatorname{Nil}(M) \neq 0$, then by Theorem 4.18, $\bar{\Gamma}(M)$ is a star graph. The converse is true by Corollary 4.11.

Corollary 4.21. Let $M$ be a cyclic $R$ module. Then $\bar{\Gamma}(M)$ is uniquely complemented if and only if either $\bar{\Gamma}(M)$ is a star graph or $S^{-1} M$ is von Neumann regular.

Proof. Let $\bar{\Gamma}(M)$ be uniquely complemented. If $\operatorname{Nil}(M)=0$, then $M$ is reduced, and by Corollary 4.8, $S^{-1} M$ is von Neumann regular. If $\operatorname{Nil}(M) \neq 0$, then by Corollary 4.19, $\bar{\Gamma}(M)$ is a star graph. The converse is true by Corollary 4.11.

Example 4.22. Let $R=\mathbb{Z}, M_{1}=\mathbb{Z}_{33}$, and $M_{2}=\mathbb{Z}_{30} . ~ \Gamma\left(M_{i}\right), i=1,2$, is a uniquely complemented graph. So by Corollary $4.20, S^{-1} M_{i}, i=1,2$, is von Neumann regular.
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