# SOLVING THE GENERALIZED FISHER'S EQUATION BY DIFFERENTIAL TRANSFORM METHOD 

M. MATINFAR*, S. R. BAHAR, M. GHASEMI


#### Abstract

In this paper, differential transform method ( $D T M$ ) is considered to obtain solution to the generalized Fisher's equation. This method is easy to apply and because of high level of accuracy can be used to solve other linear and nonlinear problems. Furthermore, is capable of reducing the size of computational work. In the present work, the generalization of the two- dimensional transform method that is based on generalized Taylor's formula is applied to solve the generalized Fisher equation and numerical example demonstrates the accuracy of the present method.
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## 1. Introduction

Mathematical modeling of many physical systems leads to linear and nonlinear differential equations in various fields of physics and engineering. The numerical and analytical approximations of such systems have been intensively studied. Recently, several mathematical methods including the Adomian decomposition method [1, 2, 3], variational iteration method [4, 5, 6] and homotopy perturbation method $[7,8,9]$ have been developed to obtain exact and approximate analytic solutions. Some of these methods use transformation in order to reduce equations into simpler equations or systems of equations and some other methods give the solution in a series form which converges to the exact solution. In this work, we develop a semi-numerical method based on the two-dimensional differential transform method $[10,11,12]$ called $(D T M)$ to solve the Generalized Fisher's equation. The concept of the differential transform was first proposed by Zhou [13], and its main applications therein are to solve both linear and nonlinear initial value problems in electric circuit analysis. This method constructs

[^0]a semi-analytical numerical technique that uses Taylor series for the solution of differential equations in the form of a polynomial. It is different from the highorder Taylor series method which requires symbolic computation of the necessary derivatives of the data functions. The Taylor series method is computationally time-consuming especially for high order equation. The differential transform is an iterative procedure for obtaining analytic Taylor series solutions of differential equations. It can be said that Differential transform method is a universal one, and is able to solve various kinds of functional equations. For example, it was applied to two point boundary value problems [14], to differential-algebraic equations [15], to the KdV and mKdV equations [16], to the Schrodinger equations [17] and to fractional differential equations [18].
Generalized Fisher's equation is the following form
\[

$$
\begin{equation*}
u_{y}=u_{x x}+u\left(1-u^{\alpha}\right) \tag{1}
\end{equation*}
$$

\]

where $u_{y}=\frac{\partial u}{\partial y}, u_{x x}=\frac{\partial^{2} u}{\partial x^{2}}$. Fisher proposed equation of $u_{y}=u_{x x}+u(1-u)$ as a model for the propagation of a mutant gene, with $u$ denoting the density of an advantageous. This equation is encountered in chemical kinetics [19] and population dynamics which includes problems such as nonlinear evolution of a population in a nuclear reaction and branching. Moreover, the same equation occurs in logistic population growth models [20], flame propagation, neurophysiology, autocatalytic chemical reaction, and branching Brownian motion processes. A lot of works have been done in order to find the numerical solution of this equation. For example, variational iteration method and modified variational iteration method for solving the generalized Fisher equation [21], an analytical study of Fisher equation by using Adomian decomposition method [22], numerical solution for solving Burger-Fisher equation [23]. In this paper, we develop (DTM) to solve the generalized Fisher equation and numerical result shows that the applied method is reliable and has an excellent agreement with the exact solution .

## 2. Generalized two-dimensional differential transform method

In this section we shall derive the generalized two-dimensional differential transform method that we have developed for the numerical solution of partial differential equations. Consider a function of two variables $u(x, y)$, and suppose that it can be represented as a product of two single variable functions, i.e. $u(x, y)=f(x) g(x)$. On the basis of the properties of generalized two-dimensional differential transform [24], the function $u(x, y)$ can be represented as

$$
\begin{align*}
u(x, y) & =\sum_{k=0}^{\infty} F(k) x^{k} \sum_{h=0}^{\infty} G(h) y^{h} \\
& =\sum_{k=0}^{\infty} \sum_{h=0}^{\infty} U(k, h) x^{k} y^{h} \tag{2}
\end{align*}
$$

where $U(k, h)=F(k) G(h)$ is called the spectrum of $u(x, y)$.
The generalized two-dimensional differential transform of the function $u(x, y)$ is as follows:

$$
\begin{equation*}
U(k, h)=\frac{1}{k!h!}\left[\frac{d^{k} d^{h} u(x, y)}{d x^{k} d y^{h}}\right]_{\left(x_{0}, y_{0}\right)} \tag{3}
\end{equation*}
$$

On the basis of the definitions (2) and (3) we have the following results:
Theorem 1. Suppose that $U(k, h), G_{1}(k, h), G_{2}(k, h), G_{3}(k, h)$, and $G_{4}(k, h)$ are the differential transformations of the functions $u(x, y), g_{1}(x, y), g_{2}(x, y), g_{3}(x, y)$ and $g_{4}(x, y)$, respectively;
(a) If $u(x, y)=g_{1}(x, y) \pm g_{2}(x, y)$, then $U(k, h)=G_{1}(k, h) \pm G_{2}(k, h)$.
(b) If $u(x, y)=a g(x, y) ; a \in \mathbb{R}$, then $U(k, h)=a G(k, h)$.
(c) If $u(x, y)=g_{1}(x, y) g_{2}(x, y) g_{3}(x, y) g_{4}(x, y)$, then

$$
\begin{array}{r}
U(k, h)=\sum_{k_{3}=0}^{k} \sum_{k_{2}=0}^{k_{3}} \sum_{k_{1}=0}^{k_{2}} \sum_{h_{3}=0}^{h} \sum_{h_{2}=0}^{h_{3}} \sum_{h_{1}=0}^{h_{2}} G_{1} \quad\left(k_{1}, h-h_{3}\right) G_{2}\left(k_{2}-k_{1}, h_{3}-h_{2}\right) \\
\bigotimes G_{3} \quad\left(k_{3}-k_{2}, h_{2}-h_{1}\right) G_{4}\left(k-k_{3}, h_{1}\right)
\end{array}
$$

(d) If $u(x, y)=x^{n} y^{m}$, then $U(k, h)=\delta(k-n) \delta(h-m), \delta$ is the Kronecker delta.
(e)If $u(x, y)=\frac{d^{n} u(x, y)}{d x^{n}}$, then $U(k, h)=\frac{(k+n)!}{k!} U(k+n, h)$.

## 3. Applications and results

Consider the generalized Fisher's equation as follows:

$$
\begin{equation*}
u_{y}=u_{x x}+u\left(1-u^{\alpha}\right) \tag{4}
\end{equation*}
$$

subject to the initial condition

$$
u(x, 0)=\phi^{2}(x ; \alpha)
$$

where

$$
\phi(x ; \alpha)=\frac{1}{\left(1+e^{\frac{\alpha}{\sqrt{2 \alpha+4}} x}\right)^{\frac{1}{\alpha}}} .
$$

This equation with $\alpha=3$ was solved by the Modified Variational Iteration Method [5]. Our purpose in this section is solving the generalized Fisher's equation (4) with $\alpha=3$ by (DTM):

$$
\begin{equation*}
u_{y}=u_{x x}+u\left(1-u^{3}\right) \tag{5}
\end{equation*}
$$

subject to the initial condition

$$
u(x, 0)=\phi^{2}(x ; 3)
$$

where

$$
\phi(x ; 3)=\frac{1}{\left(1+e^{\frac{3}{\sqrt{10}} x}\right)^{\frac{1}{3}}} .
$$

The exact solution of (5) is given by Wang [25] as:

$$
u(x, y)=\left\{\frac{1}{2} \tanh \left[-\frac{\alpha}{2 \sqrt{2 \alpha+4}}\left(x-\frac{\alpha+4}{\sqrt{2 \alpha+4}} y\right)\right]+\frac{1}{2}\right\}^{\frac{2}{3}}
$$

Applying the generalized two-dimensional differential transform to both sides of (5) the generalized Fisher's equation (5) transforms to

$$
\begin{align*}
U(k, h+1) & =\frac{1}{h+1}[(k+2)(k+1) U(k+2, h)+U(k, h) \\
& -\sum_{k_{3}=0}^{k} \sum_{k_{2}=0}^{k_{3}} \sum_{k_{1}=0}^{k_{2}} \sum_{h_{3}=0}^{h} \sum_{h_{2}=0}^{h_{3}} \sum_{h_{1}=0}^{h_{2}} U\left(k_{1}, h-h_{3}\right) U\left(k_{2}-k_{1}, h_{3}-h_{2}\right) \\
& \times U\left(k_{3}-k_{2}, h_{2}-h_{1}\right) U\left(k-k_{3}, h_{1}\right) . \tag{6}
\end{align*}
$$

The generalized two-dimensional differential transform of the initial condition

$$
\phi(x ; 3)=\frac{1}{\left(1+e^{\frac{3}{\sqrt{10}} x}\right)^{\frac{2}{3}}}
$$

is:

$$
\begin{align*}
U(k, 0) & =0.63 \delta(k)-0.1992 \delta(k-1)-0.0158 \delta(k-2) \\
& +0.0116 \delta(k-3)+0.0014 \delta(k-4) \\
& -0.00014 \delta(k-5)-0.00012 \delta(k-6) \\
& +0.000007 \delta(k-7)+0.00001 \delta(k-8) \tag{7}
\end{align*}
$$

Utilizing the recurrence relation (6) and the transformed initial condition (7), gives the first few components of $U(k, h)$ and the results are given in Table 1.

Table 1: The first few components of $U(k, h)$ for the generalized

| Fisher's equation with $\alpha=3$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $U(0, h)$ | $U(1, h)$ | $U(2, k)$ | $U(3, k)$ |
| $\mathrm{U}(\mathrm{k}, 0)$ | 0.63 | -0.1992 | -0.0158 | 0.0116 |
| $\mathrm{U}(\mathrm{k}, 1)$ | 0.4409 | 0.0696 | -0.0777 | -0.0178 |
| $\mathrm{U}(\mathrm{k}, 2)$ | -0.0777 | 0.1557 | 0.0862 | -0.0659 |
| $\mathrm{U}(\mathrm{k}, 3)$ | -0.0968 | -0.0590 | $*$ | $*$ |

Therefore from (2) and using MATLAB software, the approximate solution of the generalized Fisher's equation (5) can be derived as

$$
\begin{aligned}
u(x, y) & =0.63-0.1992 x-0.0158 x^{2}+0.4409 y+0.0696 x y \\
& -0.0777 y^{2}+0.1557 x y^{2}+0.0862 x^{2} y^{2}-0.0968 y^{3} \\
& -0.0590 x y^{3}-0.0178 x^{3} y-0.0659 x^{3} y^{2}+\cdots
\end{aligned}
$$

As we can see, the obtained results are in good agreement with the exact solution.

## 4. Conclusion

In this paper, the differential transform method has been successfully applied to finding the approximate solution of the generalized Fisher's equation. The small size of computation in comparison with the computational size required in other numerical methods, and the rapid convergence show that the method is reliable and introduces a significant improvement in solving differential equations over existing method. So, it can be employed to a wide variety of physical problems.
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