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Abstract – The Ethernet Passive Optical Network (EPON) has been considered to be one of the most 
promising solutions for the implementation of the Fiber To The Home (FTTH) technology designed to 

ameliorate the “last mile” bandwidth bottleneck. In the EPON network, an efficient and fair bandwidth 

allocation is a very important issue, since multiple optical network units (ONUs) share a common up-

stream channel for packet transmission. To increase bandwidth utilization, an EPON system must pro-

vide a way to adaptively allocate the upstream bandwidth among multiple ONUs in accordance to their 

bandwidth demands and requirements. We present a new hybrid method that satisfies these require-

ments. The advantage of our method comes from the consideration of application-specific bandwidth 

allocation and the minimization of the idle bandwidth. Our simulation results show that our proposed 

method outperforms existing dynamic bandwidth allocation methods in terms of bandwidth utilization.   
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1. Introduction 
 
A Fiber To The Home (FTTH) network provides a sig-

nificant QoS improvement for multimedia communications, 

since it requires a significantly lower transmission cost 

when compared to existing coaxial cable-based transmis-

sion systems [1]. In order to enable a FTTH network, an 

Ethernet Passive Optical Network (EPON) is used as an 

access network technology which connects subscribers to 

their corresponding service provider. The EPON is config-

ured with a point-to-multipoint tree topology; each EPON 

entity is deployed in the tree. The essential entities typi-

cally consist of an Optical Line Terminal (OLT), an optical 

splitter, and multiple Optical Network Terminals (ONTs). 

As shown in Fig. 1, the OLT resides at the service pro-

vider’s facility. Each subscriber has an ONT, which is con-

nected to an optical splitter by a dedicated optical fiber. For 

upstream data packets, the optical splitter combines a num-

ber of optical signals sent by multiple ONTs into a single 

shared optical signal, which is then delivered to the OLT. 

In order to connect to the Internet via a telecommunication 

router, the OLT performs a conversion between the optical 

and electrical signals. For downstream data packets, all of 

the packets are encapsulated as an Ethernet frame and are 

carried from the OLT to the ONTs through the optical split-

ter, wherein the packets are replicated. 

With the increase in bandwidth requirements, current 

xDSL or cable Internet services do not have sufficient ca-

pacity to support real time multimedia streaming applica-

tions, such as on-line games, distance education, video-on-

demand, and VoIP [2]. Unfortunately, this issue is also dif-

ficult to resolve in EPON networks, since the available 

bandwidth is still limited over the multiple subscribers. 

More importantly, a constant upstream bandwidth alloca-

tion is required to support applications possessing burst 

traffic patterns. Therefore, an efficient allocation of the 

limited upstream bandwidth to the appropriate subscriber is 

a crucial issue in order to maximize the bandwidth utiliza-

tion in an EPON-based FTTH network.   

 

 

Fig. 1. The FTTH internet access network architecture  

 

This allocation demand has led to numerous proposals, 

which can be broadly categorized into two methods – 
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namely static and dynamic [3]. Earlier EPON networks 

used the static method to allocate the upstream bandwidth. 

That is, every ONT has a predefined amount of bandwidth. 

This method is efficient enough as long as all of the ser-

vices in the network require a constant bandwidth alloca-

tion or the capacity of the installed upstream bandwidth is 

too low to enable efficient allocation. However, this subop-

timal allocation is not appropriate for a high speed, high 

utilization EPON network. The dynamic method over-

comes the weaknesses of the static method by allowing the 

OLT to control the bandwidth allocation for the ONTs. This 

type of allocation method depends on an ONT request, 

upstream traffic measurement, or the consideration of the 

Service Level Agreement (SLA) of the subscriber. However, 

the allocation method generates frequent control messages 

from the ONTs, which causes further bandwidth consump-

tion. 

We present a new Hybrid Upstream Bandwidth Alloca-

tion (HUBA) method that outperforms the existing meth-

ods by considering the application-specific aspects of the 

ONTs. The HUBA method maximizes the advantages of 

the static method by allocating a constant upstream band-

width to the ONT as long as the ONT remains tied to the 

same application. This reduces the traffic overhead caused 

by control messages that otherwise would be frequently 

exchanged between the ONT and ONUs. Instead, the con-

trol message exchange is only needed when the ONU 

switches to another application that requires a different 

amount of bandwidth from the previous application. This 

alleviates the processing overhead at the OLT by eliminat-

ing unnecessary idle messages periodically sent by the 

ONTs.   

The rest of this paper is organized as follows: Section 2 

describes the related work. In Section 3, we propose the 

new hybrid upstream bandwidth allocation method that 

takes into account the application-specific aspects. Section 

4 discusses the performance evaluations of the proposed 

method. Finally, we conclude this paper in Section 5. 
 
 

2. Related Work 

 

In an EPON network bandwidth allocation can be im-

plemented using one of the two general methods – static 

and dynamic. In the static methods, the bandwidth for each 

ONT is statically allocated by the OLT in a TDM-like man-

ner. However, this statically allocated bandwidth assigned 

to each ONT cannot be shared with the other ONTs, even 

when the ONT changes to an idle status, all of which re-

sults in the degradation of the overall bandwidth utilization.  

The dynamic method can be further subdivided into two 

different schemes – namely status reporting (SR) and non-

status reporting (non-SR). In the SR scheme, the OLT re-

quires the ONTs to send a status report during every time 

slot. The information sent by ONTs is used to determine 

the bandwidth required for each ONT in accordance to its 

demands.   

One should note that the EPON standard only provides 

the tools to implement bandwidth allocation but leaves the 

actual allocation scheme open. This has led to many differ-

ent implementation methods. One example uses an inter-

leaved polling algorithm [4]. At a given time, the OLT 

knows 1) how many bytes are waiting in every ONT’s 

sending buffer and 2) the round trip time to every ONT. 

The OLT keeps this information in its polling table and 

sends a grant message to the ONTs containing the ID of the 

destination ONT and the size of the granted window. The 

individual ONTs are then able to use the bandwidth up to 

the granted window size. At the end of the time slot, the 

ONTs generate a request message containing the remaining 

buffer size and send it to the OLT. When the OLT receives 

the request messages, it updates its polling table, generates 

grant messages based on the updated polling table, and 

then sends a grant message to the ONTs.  

The SR scheme can be also implemented by using a pri-

ority scheduling method [5], which categorizes the services 

into three parts: high priority, medium priority, and low 

priority. The high priority service supports applications that 

require bounded end-to-end delays and jitter specifications. 

The medium priority service implements a traffic class for 

applications that are not delay sensitive but require a guar-

anteed bandwidth. The low priority service is provided to 

implement a best-effort traffic class. In order to handle 

these classified bandwidths, the method uses strict priority 

queuing and two types of control messages: gate messages 

and report messages. The OLT periodically generates a 

gate message containing the grant level, grant start time, 

and grant length field and multicasts it to the ONTs. The 

report messages generated by the ONTs provide the multi-

ple queue length information from the ONTs. However, the 

performance of the SR schemes is limited because every 

ONT needs to generate and send a grant request message in 

every service cycle, causing additional bandwidth con-

sumption. In addition, the calculation of the window size 

for every ONT during every service cycle results in time 

and calculation overhead, especially when the OLT has 

large number of ONTs. Moreover, the SR scheme does not 

provide and guarantee QoS in all network configurations 

while it is efficiently using available resources.   

Under the non-SR scheme [6-11], the OLT estimates the 

window sizes for ONTs based on the bandwidth usage dur-

ing the previous service cycle. The ONT sends an idle mes-

sage to the OLT when it does not have any data to transmit. 

The OLT counts the number of idle messages and uses it to 

calculate the bandwidth utilization and decreases the win-

dow size in the next service cycle. Conversely, when the 

ONT keeps on transmitting packets, the OLT increases the 

window size for the dedicated ONT. Whereas the non-SR 

scheme does not require report messages from the ONTs, 

which causes idle status time in every time slot, it eventu-

ally requires more bandwidth resources due to the overes-

timation of window sizes.   
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3. The Proposed Method 

 

All of the existing schemes allocate bandwidth on the 

basis of different service types. It means they apply differ-

ent bandwidth allocation methods that depend on the ser-

vice type rather than on the specific application. Every user 

in an EPON network uses the same or different applica-

tions at a certain times and is likely to switch to another 

application having a different service profile from the pre-

vious application. In order to efficiently manage the limited 

bandwidth resources with this application variation, we 

propose a simple but efficient HUBA method that incorpo-

rates an application-adaptive perspective. To simplify our 

description, we assume that each ONT has a fixed number 

of applications running, since the proposed method can be 

applied in a straight forward manner to environments with 

a variable number of applications. Let T be a set of ONTs. 

There are n ONTs, which are connected to one OLT 

through an optical splitter.   

 

T = {ONT1, ONT2, …, ONTn}.                     (1) 

 

For the basic operation of the proposed method we pro-

pose the following sequence of actions: 

 

(1) Each ONTi has its own time slot ti and sends a band-

width request message Req_Msg(k)i to its OLT during 

every service cycle s(k)i, which is defined as: 

 

s(k)i = ti, for k = 1 

s(k+1)i = s(k)i+ ti,  for all k ≥ 1                      (2) 

 

For 1 ≤ i ≤ n, and k ≥ 1, the message Req_Msg(k)i con-

tains current application type App_Ti, packet size Size_Pi, 

and requested bandwidth size Req_B(k). 

 

Req_Msg(k)i = {App_T(k)i, Size_P(k)i,Req_B(k)}    (3) 

 

(2) Once the OLT receives a message from ONTi, it cal-

culates the bandwidth based on two variables and sends 

grant message Grant_Msg(k)i containing the size of allo-

cated bandwidth Grant_Bi for ONTi. 

 

Grant_Msg(k)i,= {Grant_B(k)i | 1≤ i ≤n, k ≥ 1}       (4) 

 

(3) After receiving Grant_Msg(k)i, ONTi starts transmit-

ting its data packets via the allocated bandwidth resources 

at service cycle s(k)i. 

 

(4) Once current cycle s(k)i is finished, ONTi checks to 

see if the target application has been changed. 

• If there is no change, ONTi does not generate any con-

trol message for the next cycle s(k+1)i, maintaining the 

bandwidth size to be the same as the previous cycle’s 

s(k)i. 

• Otherwise, that is if ONTi has switched to another ap-

plication having a different service requirement, it 

generates a new message Req_Msg(k+1)i for the next 

service cycle s(k+1)i and sends it to its OLT. 

 

(5) Whenever the OLT receives a new Req_Msg mes-

sage from ONTi, it calculates the new bandwidth 

Grant_B(k+1) for the ONT by referencing the information 

in the received message. This bandwidth size is attached to 

the Grant_B(k+1) message and sent to the ONT. This proc-

ess is repeated until all of the ONTs are disconnected from 

the OLT. 

 

For the bandwidth calculation, we require the OLT to 

consider two variables, threshold CT and 

max_BW(APP_T), which is the maximum available band-

width allowed for a specific application class App_T. Once 

the difference bandwidth size B<k, k+1> between two con-

secutive service cycles k and k+1 is calculated and the total 

available bandwidth TB is always less than or equal to 

n×max_BW(APP_T), we consider four different cases used 

to calculate the bandwidth resource for a given ONT. 

 

B<k, k+1> = Req_B(k+1) – Grant_B(k)            (5) 

 

Case 1: If CT < B<k, k+1> ≤ max_BW(APP_T), then the 

OLT allocates the bandwidth for the ONT using:  

 

Grant_B(k+1) = min{max_BW(APP_T), Req_B(k+1)} 

 

Case 2: If max_BW(APP_T) < B<k, k+1>, then the OLT al-

locates the bandwidth for the ONT using: 

 

Grant_B(k+1) = max_BW(APP_T) 

 

Case 3: If 0 < B<k, k+1> ≤ CT, then the OLT allocates the 

bandwidth for the ONT using:  

 

Grant_B(k+1) = min{CT + Grant_B(k), max_BW(APP_T)} 

 

Case 4: If B<k, k+1> ≤ 0, then the OLT allocates the band-

width for the ONT using:  

 

Grant_B(k+1) = Req_B(k+1) 

 

In addition to the defined operations, we further consider 

special cases in order to increase bandwidth utilization. 

The first case occurs when there are m (<n) active applica-

tions. In this case, there must be unused bandwidth re-

sources because: 

 

m×max_BW(APP_T) <n×max_BW(APP_T)         (6) 

 

In order to utilize the unused bandwidth resources, the 

HUBA method increases the value of max_BW(APP_T) to 

upper_max_BW(APP_T) until the following condition is 

satisfied: 
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m×upper_max_BW(APP_T) ≈ n×max_BW(APP_T)  (7) 

 

Another special case is when one user is simultaneously 

running multiple applications. That is, there are m (>n) 

active applications. In this case, one user consumes a dis-

proportionally large amount of bandwidth and thereby can 

lower the overall performance. To minimize this side-effect 

caused by unfair bandwidth consumption, the HUBA 

method decreases the value of max_BW(APP_T) to 

lower_max_BW(APP_T) until the following condition is 

satisfied: 

 

m× lower_max_BW(APP_T) ≈ n×max_BW(APP_T) (8) 

 

The proposed HUBA method overcomes the limitations 

found in the existing methods by combining their advan-

tages. First, it maximizes the advantages of the static 

method. In a legacy static method, every ONT has a stati-

cally allocated bandwidth, even though there are different 

applications requiring different amounts of bandwidth. The 

proposed HUBA method allows the ONT to maintain the 

static bandwidth allocation as long as the ONT utilizes the 

same application. Once the user switches to another appli-

cation, the proposed HUBA method adaptively switches to 

the dynamic allocation mode. As a result, it uses a static 

allocation within an application but a dynamic allocation 

for different applications. More importantly, this feature 

reduces the traffic in both directions as related to the ex-

change of control messages in every service cycle. Instead, 

this control message is exchanged only when the ONT 

switches to another application that requires a different 

amount of bandwidth than the previous application. Second, 

the HUBA method also maximizes the advantages of the 

dynamic method by greatly reducing the number of idle 

messages normally used to indicate that the OTL has no 

packet to transmit. These idle messages lower the perform-

ance of the EPON network because they constantly con-

sume bandwidth resources until an ONT stops transmitting 

idle messages. Instead, the HUBA method sends only one 

idle packet to indicate no packet transmission at the begin-

ning of the current service cycle. When the OLT receives 

this idle packet, it removes the allocated bandwidth for the 

ONT and uses the freed bandwidth resources for the other 

ONTs. This further increases bandwidth availability and so 

results in better bandwidth utilization. 

 

 

4. Performance Evaluation 

 

In order to clarify the performance improvement of the 

proposed method, we configured the test topology depicted 

in Fig. 1. We utilized eight ONTs, which were connected to 

an OLT through an optical splitter supporting an upstream 

bandwidth capacity of 1Gbps. All of the simulations were 

conducted in an ns-2 environment under this point-to-

multipoint topology. 

 

Fig. 2. The OLT system structure  

 

Our framework used the following parameters: 

  

First, as shown in Fig. 2, the OLT consists of three func-

tional units – a packet classifier, a bandwidth allocator, and 

a transmission controller. The packet classifier categorizes 

the incoming packets into data packets and control packets. 

The data packets are transferred to an upper layer protocol 

stack through a Serial Peripheral Interface (SPI); the con-

trol packets are delivered to the bandwidth allocator, where 

a new bandwidth allocation for the ONT is calculated. The 

granted bandwidth is sent to the ONT through a transmis-

sion controller together with the other necessary control 

information, such as the ONT timer and guard timer, which 

are designed to avoid transmission collisions among the 

ONTs. 

 

 

Fig. 3. The ONT system structure  

 

Second, the ONT generates data packets to be sent to the 

OLT. We set this interval to 64µs. The ONT has four func-

tional units, as shown in Fig. 3. The address filter decides 

whether or not the received packets are destined for the 

ONT. After the packets are filtered, they are classified into 

data packets and control packets in the packet classifier. 

The data packets are transferred to an upper layer protocol 

stack. The control packets are referred to the transmission 

controller to generate a Req_Msg for the next service cycle. 

This message is sent to the OLT as soon as the ONT timer 

has expired. Before the timer expires, all of the generated 

packets are kept in an outgoing buffer.   
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In the simulation, we implemented two bandwidth allo-

cation algorithms: Dynamic Bandwidth Allocation (DBA) 

with SR and the proposed HUBA algorithm, both of which 

were simulated at the bandwidth allocator unit on the OLT 

side. Since our main focus was to observe the operation of 

the proposed method and compare it to other methods, we 

did not consider the impact of the different outgoing buffer 

sizes. Therefore, we assumed that the OLT had a suffi-

ciently large buffer to accommodate all of the generated 

packets. Similarly, we assumed that each ONT employed 

only three types of applications requiring low, medium, and 

high traffic services. We initially set the threshold CT to 

15,000 bytes, which we then changed to observe the impact 

of this value on the overall performance. The simulation 

parameters are summarized in Table 1. 

 

Table 1. The Simulation Parameters 

Parameters Values 

Number of OLTs 1 

Number of ONTs 8 

Upstream bandwidth capacity 1Gbps 

Packet generating interval 64 µs 

Round trip time (RTT) 0.1 ms 

Guard timer 2 µs 

Threshold CT 15,000 bytes 

 

Our simulation was performed for 10 seconds using 

eight ONTs having up to three different applications requir-

ing different bandwidth amounts. We did not consider 

static allocation because it is only useful in a very special 

environment. The non-SR DBA method was also excluded 

in our simulation because the expected benefit of the pro-

posed method is linear to the number of generated idle 

messages. For the DBA-SR method, we constructed 25,000 

bytes for the max_BW for each service cycle.   

For the HUBA method, we constructed 17,000 bytes, 

25,000 bytes, and 34,000 byte max_BWs for the low, me-

dium, and high traffic applications, respectively. In addi-

tion, at the 3rd second some of the ONTs’ changed their 

application type, requiring different packet sizes. ONT1 

and ONT3 changed to applications requiring increased 

packet sizes, whereas ONT2, ONT6, and ONT8 changed to 

applications requiring decreased packet sizes. ONT4, 

ONT5 and ONT7 did not change their applications. The 

packet sizes vary from 1,000 bytes to 7,000 bytes, depend-

ing upon the application. 

Figs. 4 and 5 show the simulation results for the two dif-

ferent methods. As can be seen in Fig. 5, the proposed 

HUBA method allows ONT1, running an application re-

quiring more bandwidth, to adaptively adjust its upstream 

bandwidth from 79 Mbps to 127 Mbps. In addition, it 

maximizes the bandwidth allocation for ONT2, which re-

quires the highest bandwidth allocation, allowing 160-164 

Mbps. With the DBA-SR method, the same ONT has to 

remain with the medium bandwidth amount, allowing only 

a maximum of 138 Mbps. Note that ONT7 has a lower 

granted bandwidth with the HUBA compared to the DBA-

SR. This is because 1) the ONT7 stays with the same ap-

plication as that of the previous service cycle, and 2) the 

HUBA lets other ONTs maximize the bandwidth allocation 

for their burst transmission. 

Figs. 6 and 7 show the bandwidth allocation at the 6th 

second for a legacy HUBA and the HUBA with adjust-

ments when the value m and n are not equal. Fig. 6 shows 

the simulation results when ONT3 stops transmitting at the 

4th second, which results in smaller m than n values. In our 

simulation, we allowed each ONT to increase their 

max_BW up to upper_max_BW, which is 10% larger than 

max_BW. This adjustment shows a small but meaningful 

improvement in the average bandwidth utilization over all 

of the ONTs. Fig. 7 shows the simulation results when 

ONT1 simultaneously runs three applications, one applica-

tion from the beginning and two additional applications at 

4 seconds. In this case, the value of m becomes larger than 

n. The adjustment algorithm requires each ONT to decrease 

their max_BW to lower_max_BW, which is 20% smaller 

than max_BW. Compared to the legacy HUBA, the ad-

justment shows a 5.18 % improvement in the bandwidth 

utilization on average. Finally, we must mention that we 

performed simulations for different threshold CT values 

ranging from 2,000 bytes to 30,000 bytes. The results of 

these changes did not show any significant impact to the 

overall performance of all of the ONTs. Therefore, this 

value should be set empirically depending on the current 

network conditions. 

 

Fig. 4. The DBA-SR simulation results  

 

 

Fig. 5. The HUBA simulation results 
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Fig. 6. The HUBA simulation results when m is less than n 

 

 

Fig. 7. The HUBA simulation results when m is bigger 

than n 

 
 

5. Conclusion 

 

We presented a new method that improves the band-

width allocation for multiple applications being executed 

within the home setting. It is evident that applications in-

volving streaming media require a considerable amount of 

bandwidth at a constant delivery rate. Unfortunately, these 

applications are not scheduled, so static scheduling is not 

appropriate. Therefore the dynamic allocation of band-

width on a real time basis is required. The drawback to 

traditional dynamic allocation methods is the necessary 

overhead of the control packets that are required to manage 

the bandwidth allocation. Our technique is designed to 

minimize these control packets, and to dynamically allo-

cate bandwidth to those applications requiring such service. 

We have shown by our simulation results that we can in-

deed improve the bandwidth allocation in the dynamic en-

vironment, and do it in a more efficient manner. This al-

lows the high demand users to maximize their opportuni-

ties to receive uninterrupted streams while all other users 

have access to the necessary bandwidth for their usage. We 

believe that this algorithm is a step in the right direction to 

improve bandwidth allocation to the home.(Ed Note: An 

interesting and very well written paper. I have edited it in 

order to make it more readable and to increase understand-

ing. Please read it carefully in order to ensure that I have 

not inadvertently altered any meaning. My name is Mark S, 

and I hope you will use Nurisco for all your editing needs. 

Thank you!) 
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