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Analog instrument and control systems in nuclear power plants have recently been replaced with digital systems for safer
and more efficient operation. Digital instrument and control systems have adopted various fault-tolerant techniques that help
the system correctly and safely perform the specific required functions regardless of the presence of faults. Each fault-tolerant
technique has a different inspection period, from real-time monitoring to monthly testing. The range covered by each fault-
tolerant technique is also different. The digital instrument and control system, therefore, adopts multiple barriers consisting of
various fault-tolerant techniques to increase the total fault detection coverage. Even though these fault-tolerant techniques are
adopted to ensure and improve the safety of a system, their effects on the system safety have not yet been properly considered
in most probabilistic safety analysis models. Therefore, it is necessary to develop an evaluation method that can describe these
features of digital instrument and control systems.

Several issues must be considered in the fault coverage estimation of a digital instrument and control system, and two of
these are addressed in this work. The first is to quantify the fault coverage of each fault-tolerant technique implemented in the
system, and the second is to exclude the duplicated effect of fault-tolerant techniques implemented simultaneously at each
level of the system’s hierarchy, as a fault occurring in a system might be detected by one or more fault-tolerant techniques. For
this work, a fault injection experiment was used to obtain the exact relations between faults and multiple barriers of fault-

tolerant techniques. This experiment was applied to a bistable processor of a reactor protection system.

KEYWORDS : Fault-tolerant, Fault Detection Coverage, Fault Injection, Automatic Test

1. INTRODUCTION

Digital systems such as a programmable logic controller
(PLC) or distributed control system (DCS) have been
applied to non-safety systems of nuclear power plants
(NPPs) due to difficulties in using analog systems. More
recently, digital systems have also been applied to the
safety systems of NPPs such as the reactor protection system
(RPS). The RPS is a safety system that trips a reactor to
prevent the development of an accident when the reactor
deviates from normal operation. The first application of a
digital RPS was at Kori unit 1 to resolve an obsolescence
problem due to the accumulated years of operation. An
Integrated Digital Protection System (IDiPS) RPS was
developed in Korea [1-2] during the Korea Nuclear
Instrumentation and Control System (KNICS) research and
development project. The IDiPS RPS has four independent
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channels, where each channel consists of bistable processors
(BP), coincidence processors (CP), an automatic test and
interface processor (ATIP), a cabinet operator module
(COM), and other hardware components, as shown in Fig. 1.
For the platform of the IDIPS RPS, a safety PLC has been
adopted. The PLC is composed of various modules such
as a bus, power, processor, communication, and input/
output modules.

To improve the reliability and availability of IDIPS RPS,
various fault-tolerant techniques such as self-diagnostics
of each module, a heartbeat check of the watchdog timer,
and periodic automatic testing of the ATIP have been
implemented in IDiPS RPS. For example, an automatic
periodic test is periodically initiated by the ATIP without any
human intervention. ATIP provides test inputs to the BP
and CP, and automatically checks the test results received
from the BP and CP during the automatic periodic test.
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Fig. 1. Block Diagram of IDiPS RPS

Even though these fault-tolerant techniques are designed
to ensure and improve the safety of the system, their effects
have not yet been properly considered in probabilistic
safety analysis (PSA) models. To include the effects of
fault-tolerant techniques in the PSA model, some factors
must be considered [3]:

- The fault-tolerant techniques implemented in the system
can improve the system safety. A specific fault-tolerant
technique, however, cannot detect and recover all
possible faults that occur in the system, and can detect
and recover only limited types of faults. It is therefore
important to quantify the fault coverage of specific
fault-tolerant techniques.

- It is important to exclude duplicated effects of fault-
tolerant techniques since various fault-tolerant
techniques such as component-level fault detection
algorithms (e.g., memory checksum, illegal instruction
detection of microprocessor), module-level self-
diagnostics (e.g., loop back check of input and output
modules), and system-level error detection mechanisms
(e.g., on-line automatic periodic test of ATIP, heart
beat check of watchdog timer) are implemented
simultaneously at each level of the system’s hierarchy.

- Each fault-tolerant technigue has a different detection
period. For example, a watchdog timer can detect faults
in a few seconds when the faults halt the microprocessor.
However, the detection period of the automatic periodic
test is around a few hours.

- While some fault-tolerant techniques (e.g., watchdog
timer) make the system automatically generate fail-
safe signals for equipment controlled by the system to
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enter a safe state, some fault-tolerant techniques (e.g.,

automatic periodic test) simply provide an abnormal

status warning to the system’s human operators. In this
case, the probability of human operators failing to detect
and recover the warning should be considered.

This work is focused on the first and second issues.
Specifically, a method to quantify the fault coverage with
consideration of the duplicated effects of fault-tolerant
techniques in IDIPS RPS is suggested using a fault injection
experiment.

2. FAULT-TOLERANT DESIGN OF IDIPS RPS

IDIPS RPS tests can be classified into two categories,
active tests and passive tests. Active tests consist of
automatic periodic tests, manual initiated automatic tests,
and manual tests [4]. An automatic periodic test is
periodically initiated by the ATIP without any human
intervention. A manually initiated automatic test is
almost the same as an automatic periodic test except for
the operator initiation and tested trip parameter selection.
This test is performed by a human decision, if necessary.
A manual test is generally performed once per month.

A passive test partially checks the system’s integrity.
This test consists of component self-diagnostics and on-
line status diagnostics. Each test is overlapped so as not
to leave any untested parts, as shown in Fig. 2.

2.1 Component Self-Diagnostics (CSD)
Each module of the PLC, such as the processor, analog
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Fig. 2. The Test Strategy of IDiPS RPS

input, and digital input/output module, has its own self-
diagnostic algorithm. The processor module can detect a
watchdog timeout error, execution cycle violation, and
instruction operation code error. If the processor module
detects an error, it stops the currently running applications.
It does not, however, stop the applications in the case of
a warning. Input and output modules carry out loopback
monitoring functions to compare input/output signals with
feedback signals. If there is a difference between these two
signals, an error status is sent to the processor module.
Each module also has light emitting diodes (LEDSs) at the
front panel to display its operation status. If the operation
is faulty, the fault LED turns on.

2.2 On-line Status Diagnostics (0SD)

The on-line status diagnostics performed by the ATIP
are passive in nature; that is, no active test signals are
applied to the system. The ATIP receives all the statuses
of the system via the network, such as the BP and CP
statuses. This data is then analyzed to determine whether
the system is operating properly. The analysis consists of
the following:
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Channel-to-channel comparison of the input signals
Setpoint checks to verify the proper setpoint settings
Trip status check of BP and CP

Heartbeat check of BP and CP

2.3 Automatic Periodic Test (APT)

An automatic periodic test performed by ATIP
encompasses a BP logic test, CP logic test, data link test,
and input/output module test, as shown in Fig. 3.

The test performs several tasks to ensure that the BP
and CP logic is operating properly. First, a setpoint check
is performed. This task reads trip and pre-trip setpoints of
all process parameters from the BP, and compares them to
the known setpoint. Second, an integrity check of the BP
and CP is performed. This task produces the test commands
and test data. The test data include the test start/stop,
tested processor identification number, test step, and test
scenario with test input. The BP and CP check the test
command from the ATIP and perform a logic test and
input/output module test using the test input from the
ATIP. After finishing the specified test step, the BP and
CP transmit the test results to the ATIP for every scan.
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Fig. 3. The Functional Structure of the Automatic Periodic Test

Comparing the test results transmitted by the BP or CP
with the expected test results, the task determines whether
the test has been passed. If a discrepancy exists, the task
annunciates a test failure and provides a message that
describes the failure in more detail. The personnel can
show the detailed test results via the COM display panel.

3. RELIABILITY MODEL OF FAULT-TOLERANT
SYSTEM

When failures of the system are repairable, the
unavailability is defined as [5]

Q(t) = the probability that the system is down at time
t and unable to operate if called upon.

A simple representation for unavailability is the ratio
of the expected value of the down time of the system to the
sum of the expected values of up and down time given by

E[Down Time] _ MTTR
E[Up Time] + E[Down Time] ~MTTF + MTTR @

QM=

where MTTF is the mean time to failure and MTTR is the
mean time to repair.

It is assumed that the repair restores the system to a
state where the system is essentially as good as new. For
repairable failures, two cases can be considered: (a) when
failures are monitored, and (b) when failures are not
detectable until a periodic surveillance test is performed.
For the monitored case, the failure of the system is detected
immediately by an alarm, annunciator, light, or some
other signal. If the failure probability distribution of the
system is an exponential distribution, the unavailability

424

of the system is related to the frequency of failure and the

average time needed to return the system to service [6]

and is given by

_ MTTR T _ My
MTTF + MTTR  1/A+T, 1+AT,

Qu )

The quantity A is the failure rate of the system and
the quantity Tp is the average downtime to respond to the
failure, repair the system, and return it to service. The
approximation given by Eq. (2) is conservative and is
within 10% accuracy for ATp < 0.1.

For the system, which is not monitored but is periodically
tested, no occurring failures are detectable until the test is
performed. If the system is found to have failed through a
surveillance test with intervals of T, the unavailability is
given by

_aT
2

+ ATy EXTT,TR << T.

Q; ©)

In Eq. (3), Tk is the average repair time obtained from
the downtime consideration. For repairable failures, the
unavailability is thus given by Qu or Qr depending on
whether monitoring exists or periodic testing is performed
with no monitoring between tests.

Digital systems have generally adopted both testing
strategies simultaneously, as shown in Fig. 2. That is,
various fault detection techniques are implemented in the
system to monitor the system failure. In addition, a manual
periodic test is performed once per month. In this case,
fault-tolerant techniques and their fault coverage are crucial
factors [7] in the evaluation of system unavailability. The
fault detection coverage is a measure of the system’s ability
to detect faults, and is mathematically defined as the
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conditional probability that the system detects an existing
fault [8].

C = Pr(fault detected | fault existence) 4

Each fault-tolerant technique has a different
inspection period, from real-time monitoring to monthly
testing. The range covered by each fault-tolerant technique
is also different. The digital 1&C systems, therefore, adopt
multiple barriers consisting of various fault-tolerant
techniques to increase the total fault detection rate, as
shown in Fig. 4.

While some faults occurring in a system can be
detected by one or more fault-tolerant techniques, some
faults may not be detected by any fault-tolerant technique.
The overall fault coverage of fault-tolerant techniques,
therefore, is not the simple summation of fault coverage
of each fault-tolerant technique, but a union set of the
fault coverage of each fault-tolerant technique, as shown
in Fig. 5.

In this case, the system unavailability can be obtained
with a combination of Egs. (2), (3), and (4) and is given
by

S T T,
— inTR +)LAPT[ /;’T +TRj+ XMT[%+TRJ 5)

/=1

The first term in Eqg. (5) considers the failures detectable
by CSD or OSD. The failures that are detectable by CSD
and OSD have an instantaneous detection time because
the time to detect a failure is 1 minute or less. The second
term in Eq. (5) considers a failure detectable only by APT.
The third term considers failures detected by the manual
test. The failures that are detectable by APT and MT
cannot be assumed to have an instantaneous detection
time, because these tests have a periodic test interval of 8
hours and 1 month, respectively.

The failure rates of each area in Fig. 5 are represented
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MT
Failures

Fig. 5. Union set of Fault Coverage

using the failure rate of the system and the fault detection
coverage of each area as follows:

7"i =L Ci (6)
Aapr =2 -G, (7)
Ay = 7{1 - ici] ®

where A is the failure rate of the system and C; is the
fault detection coverage of a fault tolerant technique in
area .

4. FAULT INJECTION EXPERIMENT

In this work, a fault injection experiment was used to
obtain the relations between faults and multiple barriers
of fault-tolerant techniques implemented in IDIPS RPS. To
identify the exact relation, it is best to inject all expected
faults in the real IDIPS RPS environment. However,
because of the system complexity, it is very difficult to
identify and inject all of the fault modes. In addition, it is
difficult to set up a real IDiPS RPS environment due to the
experimental costs. Limited fault modes and fault location
have therefore been selected in this experiment. The
location for the fault injection is focused on only the
memory, in which the trip logic of the BP is stored, and the
type of injected faults are limited to stuck-at-zero and
stuck-at-one faults. Only four representative fault-tolerant
techniques in IDIPS RPS were considered in the experiments:
self-diagnostics in the BP, status check of the BP by ATIP,
heartbeat check of the BP by ATIP, and automatic testing
of the BP by ATIP.

The experiment environment consists of a simplified
BP, simplified ATIP, a computer for fault injection, and
a computer for data acquisition and storage, as shown in
Fig. 6. The faults can be injected into memory or registers
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Fig. 7. Relative Spurious Trip Failure Frequency: Case (a)

in the microprocessor in the BP by a fault injector, which
is a software program specially designed for this experiment.
The fault injector is based on a commercial emulation tool
that provides basic capabilities such as read/write memory,
read/write CPU register, single step and real time execution,
and hardware breakpoints and trigger features. After a
specific type of fault is injected, the results of the experiment
are automatically stored in the data acquisition and storage
computer in which the data acquisition program and
hardware are installed.

There are two types of failures in the BP: (a) spurious
trip generation when a trip is not required, or (b) un-trip
generation when a trip is required. If input signals from a
sensor to the BP are controlled to stop the BP from
generating a trip signal while injecting the fault into memory
in the BP, a BP failure occurs when the BP generates a
spurious trip signal. If input signals from a sensor to the
BP are controlled to make the BP generate a trip signal
while injecting the faults into memory in the BP, a BP
failure occurs when the BP does not generate a trip signal.

Fig. 7 shows the relative frequency of a spurious trip
when stuck-at faults are injected into each bit of memory
in BP, and the input signals of the BP are controlled so as
to not make the BP generate a trip signal.

Fig. 8 shows the relative failure detection rate when
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stuck-at faults are injected into the 0" bit of memory in
the BP. When the BP generates a spurious trip signal due
to the injected faults, the trip status check function of the
ATIP has the highest detection coverage.

Fig. 9 shows the relative failure detection rate when
stuck-at faults are injected into the 31* bit of memory in
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the BP. When the BP generates a spurious trip signal due
to injected faults, the trip status check function of the ATIP
has the highest detection coverage. The detection coverage
of a spurious trip failure due to stuck-at-zero faults injected
into the 31st bit of memory is very low because the spurious
trip frequency of the BP is very low, as shown in Fig. 7.
The BP does not create a spurious trip signal if the
BP halts due to an injected fault at the un-trip level. In
this case, the BP cannot generate a trip signal even if the
input signals approach the trip level. That is, the BP will
be in a failed state if the input signals approach the trip
level, even though the BP is not in a failed state at the
current input signals of the un-trip level. Fig. 10 shows the
relative fault detection coverage that includes these cases.

5. CONCLUSIONS AND FURTHER STUDIES

New NPPs have adapted digital 1&C systems in which
there are multiple barriers consisting of various fault-
tolerant techniques to help the system safely perform the
specific required functions in spite of the presence of
faults. Even though these fault-tolerant techniques are
adopted to ensure and improve the safety of the system,
their effects have not yet been properly considered in most
PSA models. The PSA model without consideration of the
effects of fault-tolerance techniques results in underestimation
of the system safety. The PSA model should also consider
duplicated effects of various fault-tolerant techniques in
the system; otherwise it results in overestimation of the
system safety.

Therefore, it is necessary to develop an evaluation
method that can describe these features of digital 1&C
systems. Several issues must be considered in the fault
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coverage estimation of a digital 1&C system, and two of
these issues were addressed in this work. The first is to
quantify the fault coverage of each fault-tolerant technique,
and the second is to exclude the duplicated effect of fault-
tolerant techniques.

In this work, an unavailability model that considers the
overall fault coverage of various fault-tolerant techniques
has been developed. This unavailability can be used in
the PSA model as a basic event that represents a system
adopting various fault-tolerant techniques. In addition, a
fault injection experiment was performed to obtain the
overall fault coverage in the unavailability model. These
experimental results were utilized to assess the correct
unavailability and not overestimate the system safety in
the PSA model.

A fault injection experiment for only a spurious trip
generation case was also presented in this work. A fault
injection experiment for un-trip generation is currently
being performed. The unavailability estimation of the BP
will be performed after the fault injection experiment is
finished.
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