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Abstract

In this paper, we propose a system which improves text catchphrases on the web using onomatopoeia and the Japanese
Google N-grams. Onomatopoeia is regarded as a fundamental tool in daily communication for people. The proposed
system inserts an onomatopoetic word into plain text catchphrases. Being based on a large catchphrase encyclopedia, the
proposed system evaluates each catchphrase’s candidates considering the words, structure and usage of onomatopoeia.
That is, candidates are selected whether they contain onomatopoeia and they use specific catchphrase grammatical struc-
tures. Subjective experiments show that inserted onomatopoeia is effective for making attractive catchphrases.
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1. Introduction

Most human knowledge, and most human communi-
cation, are represented and expressed using language. Es-
pecially, written languages are influential. For example,
catchphrases play an important role in the field of adver-
tising. Catchphrases need to be appealing to people in a
short amount of time or sentences. Therefore, being differ-
ent from other written languages, catchphrases attract peo-
ple by expressing the uniqueness and merits of an object
briefly and effectively with short sentences.

In the field of advertising, there are a number of re-
searches on analyzing taglines, slogans and catchphrases
[1][2]. There are also advertising slogan generators [3][4]
in which the keywords are in a fixed line. As for the sen-
tence generation, Banko et al. [5] proposed a system that
produces headlines based on statistical translation.

Recently, online advertising is becoming popular
worldwide [6][7] and people take care of the contents there
more than ever. Since advertisement on the web has be-
come very common, it seems that there is necessity for
making catchphrases automatically. Some catchphrases on
the web show the name of the target and inform the users
of the name. However, such texts are sometimes too plain
and not enough for conveying the sentiments to the users in
many cases.

Here, we employ Japanese onomatopoeia to appeal and
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attract users on the point of sensitivity. Onomatopoeia is
a group of imitative and echoic words, which is thought
to be relatively fundamental compared to the other words
because it is said that infants tend to grow with listening
to onomatopoeia [8]. Moreover, from the field of neuro-
science, onomatopoeia activates more in brain region sug-
gesting that onomatopoeic sounds can serve as a bridge be-
tween language and nonverbal sound [9]. There are also
some onomatopoeia-related researches in engineering such
as applying its activity of sounds to motion of a robot [10],
constructing an onomatopoeia map [11] and onomatopoeia
hierarchical clustering [12].

This paper proposes a new system which generates im-
proved web text catchphrases. In the proposed system,
we employ Japanese Google N-grams [13] for obtaining
the onomatopoeias in first generation. After the process,
the proposed system computes sensitivities of additional
onomatopoeias from the relationship between sensitivity
words.

The rest of this paper is organized as follows: Section II
proposes the web catchphrase improve system. Section III
introduces the evaluation experiment and Section IV dis-
cusses the topic. Finally, Section V concludes the paper.

2. Web Catchphrase Improve System

Fig. 1 illustrates the overall flow of the proposed sys-
tem. It consists of 4 parts.

First, web catchphrases are fed to the proposed sys-
tem as inputs. After that, using Google N-gram search en-
gine [14], the proposed system generates catchphrase can-
didates. Third, candidates are scored based on grammatical
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Figure 1: The Overall Flow of the Proposed System

structures and usage of onomatopoeia. Finally, after sort-
ing candidates by the scores, the proposed system outputs
selected ones as the final ones.

2.1 Web Catchphrase Input

The proposed system is intended to make text catch-
phrases on the web more elaborate. Such kinds of the
catchphrases are fed to the system.

2.2 Candidate Generation

Here, we will describe how the proposed system gener-
ates catchphrase candidates.

2.2.1 Requesting Candidates

To obtain various kinds of sentence information, the
Japanese Google N-gram Corpus [13] is employed. It con-
tains 1 to 7grams with frequencies, which are constructed
from 20 billion sentences. Since Google N-gram Corpus
contains extremely enormous numbers of words, ways of
searching candidates are important. We have used the
Search System for Giga-scale N-gram Corpus named ss-
gnc [14] for a quick search. The system accepts several
input words and outputs candidates with frequency. The
proposed system requests an onomatopoetic word between
two combination words in the web text catchphrases using
ssgnc.

2.2.2 Onomatopoeia Existence Check

The proposed system checks the existence of ono-
matopoeia using onomatopoeia dictionary [15], which con-
tains about 4,500 onomatopoetic words. If candidates con-
tain onomatopoeia, they will proceed to the next step.

2.3 Candidate Selection
To select attractive catchphrases, we employ two kinds

of elimination strategies. The first one is grammatical
structure and the last one is onomatopoeia sensitivity.

2.3.1 Grammatical Structure

To select more suitable catchphrases, there is neces-
sity of checking the structure of the sentences. Before
constructing the proposed system, we have analyzed the
uniqueness of catchphrases using the catchphrase corpus
[16]. The book lists more than 6,400 catchphrases and
covers 12 fields such as food and livingware. By us-
ing the Japanese morphological analyzer called MeCab
[17][18], we have gathered the data concerning N-gram
parts of speeches (POS) tagging as knowledge of grammat-
ical structure of catchphrases.

In catchphrases, the more the grammatical structure ap-
pears, the more it can be regarded as suitable structure for
catchphrases. On this point, two aspects of features of
catchphrases – catchphrase corpus itself and multiple cor-
pora – are considered.

2.3.1-i Grammatical structure score in catchphrase cor-
pus

Since catchphrases have distinct grammatical structure,
it seems that the more the structure of candidate is simi-
lar to the catchphrases in the corpus, the more suitable the
candidates are. Using a probabilistic model, the score is
calculated. The probability Pc(L) that a POS sequence L
appears in catchphrase corpus is given as:

Pc(L) =
F (L)

N
(1)

where F (L) is frequency of the POS sequence andN is the
number of catchphrases in the corpus.

Assigning the Eq. (1) to definitional identity of infor-
mation volume and summing the N-gram from 1 to 7, the
total score SI is calculated as:

SI = −
N∑
k=1

log
F (L)

N
. (2)

This processing is operated from both forward and back-
ward.

2.3.1-ii Grammatical structure score using multiple cor-
pora

Since catchphrases are different in terms of grammat-
ical structure, there is necessity of selecting “catchphrase
like” structure preferentially. Hence, the probability that
POS sequence L is in the catchphrase corpus should be cal-
culated. Due to the different number of sentences in each
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corpus, we consider the probability Pv(L) on frequency of
normalized POS sequence. The formula is given as:

Pv(L) =
P (L|Ck)∑
C

P (L|C)
(3)

where each corpus indicates C and especially the targeted
catchphrase corpus is Ck. Assigning catchphrase, encyclo-
pedia [19], blog [20] and dialogue corpus [21] to Eq. (3),
an expression

P (L|Ck)∑
C

P (L|C)
≈

FCk
(L)

NCk∑
Cx∈corpora

FCx(L)

NCx

(4)

is obtained. Therefore, computing N-gram from 1 to 7, the
score SII indicating grammatical structure one using mul-
tiple corpora is calculated as:

SII = −
N∑
k=1

log

FCk
(L)

NCk∑
Cx∈corpora

FCx
(L)

NCx

. (5)

In the case that there is no corpus containing a grammatical
structure, it is computed as 1 occurrence.

As well as single catchphrase grammatical computa-
tion, the proposed system calculates in terms of both for-
ward and backward.

After calculating different types of scores, to select
more catchphrase-like candidates, the catchphrase candi-
dates whose amount of information are less will remain as
candidates.

2.3.2 Onomatopoeia Suitability

Onomatopoeia suitability is estimated by the product
of onomatopoeia sensitivities and their sensitivity words’
relationship to the catchphrase candidate.

First, we describe the χ2 for calculating the word rela-
tion. Pointwise Mutual Information (PMI) has been used
for estimating the related terms. However, when there is
variance of frequencies, it becomes more difficult to obtain
a good result. Therefore, we employed χ2 values [22] for
extracting related terms. This computation limits influence
on variance of occurrence probabilities because χ2 values
are calculated by normalized term frequencies from word
group.

χ2 is given as follows:

χ2(wi, wj) =
n(wi, wj)− E(wi, wj)

E(wi, wj)
(6)

where n(wi, wj) is actual co-occurrence of word wi and
wj ,

Table 1: Phonemes with Sensitivities. Note that Cons. in-
dicates consonant. Hd (Hard), St (Strong), Hm (Humid),
Sm (Smooth), Rd (Round), Ec (Elastic), Sd (Speedy), Wm
(Warm)

Hd St Hm Sm Rd Ec Sd Wm
Vowel

A 0 1 -1 1 2 -2 -1 0
I 2 2 0 0 -1 1 2 -1
U -1 -1 2 0 2 2 0 2
E 1 -2 2 0 -2 0 0 2
O -1 2 0 1 2 0 -2 1

Cons.
K 2 2 1 0 0 0 2 -1
S 2 0 1 2 0 0 2 -1
T 2 1 2 2 0 1 -1 -2
N -1 0 2 -1 1 0 -2 2
H -2 -2 1 0 1 -1 -1 2
M -2 -2 1 0 2 0 -1 2
Y -2 -1 0 1 2 1 0 0
R -1 -1 2 1 0 2 1 0
W -2 2 1 0 2 0 0 1

Others
d (etc) 1 1 -1 -1 -1 0 -1 0

p -1 -1 0 0 1 1 1 1
with y -1 -1 1 0 1 2 2 1

t 0 0 0 0 0 0 1 0

E(wi, wj) = Swi ×
Swj
SG

(7)

where Swi =
∑
k n(wi, wk) is the summation of co-

occurrence between word wi and word group G. SG =∑
wi∈G Swi is given as the summation of co-occurrence

of all words.
Second, the system calculates sensitivity. We used

Onomatopoeia Dictionary [15] for obtaining large number
of onomatopoeias. Komatsu et.al [10] have proposed a new
system to show the movement image of onomatopoeias.
They use 8 dimension vectors for the system. Table 1
shows phonemes with sensitivities.

Two letters each on the top show abbreviated name. In
detail, the each indicates Hd (Hard), St (Strong), Hm (Hu-
mid), Sm (Smooth), Rd (Round), Ec (Elastic), Sd (Speedy),
Wm (Warm) respectively. Komatsu et.al also defined an
equation from phonemes sensitivities to onomatopoeia one.
To apply XYXY (Ex. Waku-Waku: State of Excitement)
type onomatopoeia, the system computes the vectorized
sensitivities Oi as:
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Used car retrieval on Kakaku com 

May I take chlorine? 

Triple beautification and whitening campaign

Search for Kanagawa reform supplier 

Silk spats leggings mail order

1. 価格com の中古車検索

2. 塩素を取っちゃって良いんですか

3. トリプル美白キャンペーン

4. 神奈川リフォーム業者探し

5. 絹スパッツ・レギンス通販

Web Text Catchphrases

Figure 2: Some Examples of the Web Text Catchphrases

Oi = 2xci + xvi +
2yci + yvi

2
(8)

where xci is the i th consonant value in X, xvi is the i th
vowel value in Y, yci is i th consonant value in X and xvi
is the i th vowel value in Y.

We employ both Eq. (8) and Eq. (6) for obtaining the
sentence sensitivity. In Eq. (6), the proposed system com-
putes the χ2 values between words in candidates and sensi-
tivity words. The onomatopoeia similarity score S is given
as:

So =

8∑
i=1

(Oi × Siχ2) (9)

where Siχ2 is the summation of χ2 values related to sensi-
tivity word.

2.4 Catchphrase Output

After computing those given scores, the system outputs
the sorted candidates as the final one.

3. Experiments

We conducted subjective experiments described below
to evaluate the performance of the proposed system. After
defining the condition we show the result of experiments.

We have used text advertisement catchphrase on gmail.

3.1 Conditions

In order to evaluate the quality of the generated catch-
phrases, we carried out Turing test like experiments. We
shuffled 20 system-generated ones and 20 catchphrases on
the web catchphrase. Both five examples are shown in Fig.
2 and in Fig. 3 respectively.

Lotion / new sale to be enriched if skin of ORBIS is soft and smooth.

The love game that  makes you throb and great in sorrow.

What? This steady bubbles. Amazing.

Sleep in a car and have a drive trip in tight schedule.

It is prevention, and a sound-proof sheet as for the [kichikichi] sound

1. ORBISの肌がツルツルと潤う化粧水/新発売

2. ドキドキとシクシクが凄い恋愛ゲーム

3. なに？このシトシト泡。すっごい

4. 車中泊でキチキチとドライブ旅行

5. 高品質のキチキチ音を防止、防音シートです。

Generated Candidates

of the high quality.

Figure 3: The Output Examples of the Proposed System.
Note that underlines indicate onomatopoetic word.

Five subjects evaluated 40 catchphrases from three
view points: The degree of correctness in sentences ; at-
tracting attention level ; funny (interesting) level, without
knowing which is the system-improved one.

We set the evaluation items as follows.

1. Is it a correct sentence?

Yes ——— 3
Partially yes ——— 2
No ——— 1

2. Does it attract attention?

Yes ——— 3
Partially yes ——— 2
No ——— 1

3. Which is the funny (interesting) level of the catch-
phrase?

High ——— 5
Somewhat High ——— 4
Average ——— 3
Somewhat Low ——— 2
Low ——— 1

3.2 Result
We show the result of comparisons one by one. First,

the result of validity of both the system-generated and the
original catchphrases is illustrated in Fig. 4. Also, the score
of difference is represented in Table 2.

As the table illustrates, the variance of the proposed
system generated catchphrases is less than that of catch-
phrase encyclopedia. F-test did not prove unequal vari-
ance and T-test guaranteed the result 5% significance level
(p = 1.66×10−6 < 0.05). Second, the result of attractive-
ness of both the system-generated and the original catch-
phrases is illustrated in Fig. 5. Also, the score of difference
is represented in Table 3.
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Figure 4: Appropriateness of both system-generated and
original catchphrases

Table 2: Comparison of validity in terms of average and
variance

System-generated Original
Average 2.33 2.77
Variance 0.0727 0.102

As the table illustrates, the average of the proposed sys-
tem generated catchphrases is bigger than that of original
ones. F-test showed homoscedasticity and T-test did not
guaranteed the result 5% significance level (p = 0.17 >
0.05).

Finally, the result of funny level of both the system-
generated and the original catchphrases is illustrated in Fig.
6. From Fig. 6 system fixed catchphrases outweighed the
number in rating 3 to 5. As for rating 1, the proposed sys-
tem seems to able to succeed in generating funny (interest-
ing) catchphrases. F-test did not prove unequal variance

Figure 5: Attractiveness of both system-generated and
original catchphrases

Table 3: Comparison of specificity in terms of average and
variance

System-generated Original
Average 2.34 2.24
Variance 0.0089 0.125

Figure 6: Funny level of both system-generated and origi-
nal catchphrases

and T-test showed the funny level of the items generated
by the proposed system outweighed that of the original in
5% significance level (p = 9.9 × 10−3 < 0.05). Also, the
score of difference is represented in Table 3.

As the table illustrates, the variance of the proposed
system generated catchphrases is less than that of catch-
phrase encyclopedia.

4. Discussion

Due to the employ of onomatopoetic words, the pro-
posed system is able to improve plain text catchphrases in
terms of funny level. Especially as shown in Fig. 6, it
seems that the proposed system contributes to reduce the
number of boring plain catchphrases. However, system-
generated ones lacked sentence appropriateness. Proba-
bly, this is because the proposed system is not able to con-
sider the meaning of catchphrases. Thus, to make the sys-
tem more applicable in general usage in advertisement, we

Table 4: Comparison of specificity in terms of average and
variance

System-generated Attract
Average 3.22 2.83
Variance 0.189 0.325
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think the integration of meaning and sensitivity is neces-
sary.

5. Conclusion

In this paper, we proposed a system which improves
text catchphrases on the web using onomatopoeia and the
Japanese Google N-grams. Onomatopoeia is regarded as
a useful tool in daily communication for human beings.
The proposed system inserts an onomatopoetic word into
plain text catchphrases. Being based on a large catch-
phrase encyclopedia, the proposed system evaluates each
catchphrase’s candidates considering the words, structure
and usage of onomatopoeia. That is, candidates are se-
lected whether they contain onomatopoeia and they use
specific catchphrase grammatical structures. Subjective ex-
periments show that inserted onomatopoeia is effective for
making attractive catchphrases.

Our future work is to make it in more general way such
as expanding the idea of sound symbolism to normal sen-
tences perceptions.
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