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Abstract 

 Predicting the future condition of machine and assessing the remaining useful life are the center of prognostics. This 
paper contributes a new prognostic method based on grey model and survival probability. The first step of the method is 
building a normal condition model then determining the error indicator. In the second step, the survival probability value is 
obtained based on the error indicator. Finally, grey model coupled with one-step-ahead forecasting technique are employed 
in the last step. This work has developed a modified grey model in order to improve the accuracy of prediction. For 
evaluating the proposed method, real trending data of low methane compressor acquired from condition monitoring routine 
were employed.  
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1. Introduction 

Nowadays, manufacturing industries are highly expected to continuously reduce maintenance costs, operation downtime, and 

safety hazards. More efficient maintenance strategies such as condition-based maintenance (CBM) are being implemented to 

handle the situation. The important factors in CBM are predicting the future condition of machine and assessing the remaining 

useful life (RUL) [1].  

It is critically necessary to assess the RUL of a machine or an asset while in use since it has impacts on the planning of 

maintenance activities [2]. Condition monitoring (CM) can provide information on current working age and state of the system 

that may affect its future life. This information then can be used for prediction of future condition and remaining useful life of the 

system or components and planning of maintenance activities. Thus, RUL prediction deals with prognostics of machine health 

condition based on measured data from CM [3]. 

The existing prognostics methods can be classified into three categories, which are physics model-based prognostics, 

knowledge-based prognostics, and data driven prognostics [4]. Physic model-based implements a mathematic formulation, e.g. 

Paris law to predict defect propagation of machine components. This technique requires less data than data-driven technique and 

can be highly accurate if physic model remain consistent across the system. The demerit of physic model-based is difficult to 

approach the real-life system due to complex and stochastic. Knowledge-based prognostics solves problem by mimicking how 

human expert makes decisions. However, the disadvantages of this approach are hard to obtain domain knowledge and hard to 

convert domain knowledge to rules. Data driven prognostics is based upon statistical and learning techniques, most of which 

originated from the theory of pattern recognition. 

Widely used data driven methodologies are Artificial Neural Network (ANN), Bayesian-related method, hidden Markov 

models (HMM) and hidden semi-Markov models (HSMM), hazard rate (HR), and proportional HR. Byington et al. have 

developed a neural network methodology for remaining life prediction of aircraft actuator components [5]. Gebraeel et al. 

developed Bayesian updating methods that use real-time condition monitoring information to develop a closed-form residual-life 

distribution for the monitored device [6]. Huang and Xi deal with a new scheme for the prediction of a ball bearing’s remaining 

useful life based on self-organizing map (SOM) and back propagation neural network methods [7]. Gebraeel and Lawley used a 

neural network-based degradation model to compute and continuously update residual life distributions of partially degradated 

components [8]. Baruah and Chinnam employed HMMs for modeling sensor signals emanating from the machine, and in turn, 

identify the health state of the cutting tool as well as facilitate estimation of remaining useful life [9]. Liao et al. presented the 

proportional hazards model and logistic regression model, which relates the multiple degradation features of sensor signals to the 

specific reliability indices of the unit, and enable us to predict its RUL [10]. However, disadvantages of the above methodologies 
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are hard to fit domain knowledge to ANN, need model retraining if operating conditions change, need a lot of historical state 

transition and fatal data, and the model is complicated. 

Among the data driven approaches, the grey model which have been successfully used in other domains before, has been 

introduced to deal with prognostics. Ku and Huang explored the application of grey model for predicting and monitoring 

production processes [11]. Subsequently, Gu et al. successfully developed grey prediction model in the failure prognostics for 

electronics [12].  

This new theory, grey model, was originally proposed by Deng [13]. The advantages from the use of grey model are it can be 

applied to circumstances with the minimum data down to some observations, and utilizes a first-order differential equation to 

characterize a system [14]. On the other hand, nowadays it is desirable to develop a RUL estimation model based on very few data 

situations [15]. Grey model can be a promising model to respond this current challenge. So far, rare application of grey prediction 

model has been reported in machine prognostics or RUL prediction. 

This paper presents a new prognostics method based on grey model and survival probability. The proposed method consists of 

three steps. The first step of the method is building a normal condition model then determining the error indicator. In the second 

step, the survival probability value is obtained based on the error indicator. Finally, grey model coupled with one-step-ahead 

forecasting technique is employed in the last step. 

The remaining parts of this paper are organized as follows. In Section 2, we describe the basic theory of the survival function and 

grey model. The proposed system is analyzed in Section 3. In Section 4, Real trending data of low methane compressor acquired from 

condition monitoring routine are employed for evaluating the proposed method. Finally, the conclusions are presented in Section 5. 

2. Theoretical Background 

2.1 Survival Function 

Survival function, denoted by S(t), is defined as the probability that an individual or component survives up to time t. Let us 

first consider the simple case where all the components are observed to fail so that the survival times are exact and known. Let t1, 

t2, …, tn be the exact survival times of the n components under study. So, the survival function can be estimated as [16] 

 

S(t) = 
𝑁− 𝐷𝑡

𝑁
                                   (1) 

 

where N represents the total number of components, and Dt is the number of components failing until time t. On the other hand, 

the component or system does not undergo failure yet, the survival time is not also known yet. In this case, the survival function 

can be estimated by using the following equation. 

 

  S(t) = exp[-(c e(t))]                                          (2) 

 

Where c is a constant value, and e(t) is called as the error indicator that can be obtained as 

 

   e(t) =   √
∑ (𝑑𝑖)

2𝑛
𝑖=1

𝑛
                                           (3) 

 

where n represents the total number of data, and d is the deviation value between the limits of normal condition model and the 

data acquired from CM. 

 

2.2 Grey model 

2.2.1 GM(1,1) 

The grey forecasting model uses the operations of accumulated generation to construct differential equations. Intrinsically 

speaking, it has the characteristics of requiring less data. The grey model GM(1,1), i.e., a single variable first-order grey model, is 

summarized as follows [11,14]: 

 

Step 1: For an initial time sequence,  

x(0) = {x(0)(1), x(0)(2),…, x(0)(i),… , x(0)(n)}                                (4) 

where x(0)(i) denotes the time series data at time ith. 

 

Step 2: On the basis of the initial sequence x(0), a new sequence x(1) is set up through the accumulated generating operation in order 

to provide the middle message of building a model and to weaken the variation tendency, i.e. 

 

x(1) = {x(1)(1), x(1)(2),…, x(1)(i),… , x(1)(n)}                                (5) 
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where 

x(1)(k) = ∑ 𝑥(0)(𝑖)𝑘
𝑖=1  k = 1, 2, …, n                             (6) 

 

Step 3: The first-order differential equation of grey model GM(1,1) is then the following 

 

     d𝑥
(1)

𝑑𝑡
+  𝑎𝑥(1) = 𝑏                                       (7) 

and its difference equation is 

x(0)(k) + aZ(1)(k) = b k = 2, 3, …, n                             (8) 

also take 

 

Z(1)(k+1) = ½ ( x(1)(k) + x(1)(k+1))   k = 1, 2,…, (n1)                            (9) 

 

where Z(1)(k+1) is the (k+1)th background value.  

and from Eq. (7), it is easy to get 

 

[
 
 
 
𝑥(0)(2)

𝑥(0)(3)
⋮

𝑥(0)(𝑛)]
 
 
 

 =  

[
 
 
 
−𝑍(1)(2) 1

−𝑍(1)(3) 1
⋮ ⋮

−𝑍(1)(𝑛) 1]
 
 
 

  [
𝑎
𝑏
]                                   (10) 

where a and b are the coefficients to be identified, then let 

 Yn = [x(0)(2), x(0)(3), … , x(0)(n)]T                                     (11) 

 

 𝐵 = 

[
 
 
 
−𝑍(1)(2) 1

−𝑍(1)(3) 1
⋮ ⋮

−𝑍(1)(𝑛) 1]
 
 
 

                                           (12) 

 

where Yn and B are the constant vector and the accumulated matrix respectively, and 

A = [a, b]T                                               (13) 

 

Applying ordinary least-square method to Eq. (10) on the basis of Eqs. (11) – (13), coefficient A becomes 

 

A = (BTB)1BTYn                                      (14) 

 

Step 4: Substituting A in Eq. (7) with Eq. (14), the approximate equation becomes the following 

 

 𝑥 ̂(1)(k+1) = (x(0)(1) – b/a) eak + b/a                                     (15) 

 

where 𝑥 ̂(1) (k+1) is the predicted value of x(1) (k+1) at time (k+1). After the completion of an inverse accumulated generating 

operation on Eq. (15), 𝑥 ̂(0) (k+1), the predicted value of x(0)(k+1) at time (k+1) becomes available and therefore, 

 

 𝑥 ̂(0)(k+1) = 𝑥 ̂(1)(k+1)  𝑥 ̂(1)(k)                                     (16) 

 

2.2.2 Modification of GM(1,1) 

The above method can be modified in attempt to improve the accuracy of prediction. It can be done by the following 

procedure:  

1. Adding the values of sequence in Eq. (15) with m value. m is the number of modified prediction value, and it is an 

arbitrary value. In this work, m of 5 to m of 11 was employed as presented in Table 2. So, Eq. (15) for k = n becomes 

 

𝑥 ̂(1)(n+i) = (x(0)(1) – b/a) ea(n+i -1) + b/a    i = 1,2,…,m                        (17) 

 

2. Consequently, Eq. (17) can increase the predicted value to the number of m in Eq. (18.a). This equation was derived from 

Eq. (16). Eventually, the final result of the predicted value can be determined by taking the mean value of m predicted 

values as depicted in Eq. (18.b). 

 

𝑥 ̂(0)(n+i) = 𝑥 ̂(1)(n+i)  𝑥 ̂(1)(n+i -1)      i = 1,2,…,m                        (18.a) 

 

The predicted value of x(0) (n+1) = (1/m) x [𝑥 ̂(0)(n+1) + 𝑥 ̂(0)(n+2) + … + 𝑥 ̂(0)(n+m)]              (18.b)                



 

146 

3. Methodology 

The prognostics system must be able to predict the future performance condition of machine or equipment based on past and 

current condition. CM data can provide information on current working age and state of the system that may affect its future life. 

This information then can be used for prediction of remaining useful life of the system or components. This research introduces a 

method for predicting the future condition and assessing the RUL based on survival probability and grey model.  

Fig. 1 depicts the proposed method in this work. It is summarized as follows: 

Step 1: Modeling and Calculating. Build a model based on normal condition data of CM then calculate the error indicator by 

using Eq.(3). It is important to identify whether the system or machine is in good condition or not.  

Step 2: Estimating. In order to express current performance condition of system or machine, survival function is employed. By 

using error indicator and Eq.(2), the survival probability can be estimated.  

Step 3:Modeling, Predicting and Assessing. In this step, first build the grey model based on past and current state of survival 

probability then using grey model coupled with one-step-ahead technique to predict the future value of survival probability. 

Finally, assessing the RUL based on incipient and final failure threshold determination in survival probability prediction. 

In order to evaluate the predicting performance, the root-mean square error (RMSE) and linear correlation (R) are utilized as 

follows: 

RMSE  =   √
∑ (𝑦𝑖−𝑦̃𝑖)

2𝑛
𝑖=1

𝑛
                                        (19) 

where n represents the total number of data points in the test set, yi is the actual value, and 𝑦̃𝑖 represents the predicted value of the 

model. 

R =  
𝐶𝑜𝑣(𝑦,ỹ)

𝜎𝑦𝜎ỹ
,  Cov(y,ỹ) =  

1

𝑁
∑ (𝑦𝑖
𝑁
𝑖=1 − 𝑦̅)(𝑦̃𝑖 − ỹ̅)                        (20) 

 

where Cov(y,ỹ) is covariance between actual and predicted value. 𝑦̅ is the mean of actual value and ỹ̅ is the mean of predicted 

value. The standard deviation of the actual and predicted values, σy and σỹ, respectively, can be calculated as 

 

σy =[
1

𝑁−1
∑ (𝑦𝑖
𝑁
𝑖=1 − 𝑦̅)2]

1/2

,σỹ = [
1

𝑁−1
∑ (𝑦̃𝑖
𝑁
𝑖=1 − ỹ̅)2]

1/2

                         (21) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 The proposed method 
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4. Application and Result 

4.1 Condition monitoring data 

The data applied in this study contains information of machine history with respect to time sequence (vibration amplitude) as 

shown in Fig. 3 [17]. It is peak acceleration trending data of low methane compressor shown in Fig. 2. Other information of the 

system is summarized in Table 1. 

The average sampling rate was 6 hr during the data acquisition process. The machine is in normal condition during the time 

correlated with the first 291 points. After that time, degradation condition has occurred. These faults were the damages of the main 

bearings of the compressor. The final failure occurred at time of 308, after that some maintenance actions were applied. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2 Low methane compressor 

 

 

Table 1 Description of system 

Electric motor Compressor 

Voltage 6600 V Type Wet screw 

Power 440 kW Lobe Male rotor(4 lobes) 

Pole 2 Pole  Female rotor(6 lobes) 

Bearing NDE: #6216, DE: #6216 Bearing Thrust: 7321 BDB 

RPM 3565 rpm  Radial : Sleeve type 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3 The peak acceleration data of low methane compressor 

 

 

4.2 Result 

The first step of the proposed method is to build a normal condition model and calculate the error indicator. In this step, the model 

was built based on the first 200 data, from time of 1 to 200, and the limits of normal condition model are taken at acceleration values of 

0.4  0.039. The acceleration value related to each time is analyzed whether inside of the limits or not. If it is not inside of the limits, its 

deviation value must be obtained. Subsequently, the error indicator can be obtained by using Eq. (3) as shown in Fig. 4. 
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Fig. 4 Error indicator; (a) from time of 200 to 250 (b) from time of 200 to 295, and (c) from time of 200 to 308 

 

The second step of this prognostics method is to estimate the survival probability of the machine. In the beginning of the working 

condition of a machine the survival probability value is equal to one, which means the machine is in good condition or has no faults. 

After that, according to time the survival probability value will be less than one and toward to zero. It means machine is in a 

degradation state or there are some faults in the machine. Based on the error indicator from previous step, the survival probability can 

be estimated by using Eq. (2) which c of 35 is taken. Eventually, Fig. 5 depicts the survival probability of the machine. 
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Fig. 5 Survival probability; (a) from time of 200 to 250, (b) from time of 200 to 295, and (c) from 200 to 308 

 

The third step of this new method is to build a grey model; predict the future value of survival probability; and assess the RUL of 

the system. When the survival probability decreases and then reaches the incipient failure threshold, the future values of survival 

probability must predict immediately. Thus, the RUL can be known before the final failure occurs. 

Figure 5c shows the survival probability from time of 200 to 308. Especially, from time of 292 to 308, it shows both actual and 

prediction values. This prediction result indicates that the model which RMSE of 0.22142 and R of 0.87308 cannot reach well the actual 

values. The final failure, based on the real condition, occurs at time of 308 for survival probability of 0.1. Whereas the final failure 

based on the prediction, does not occur at time of 308 because its value of survival probability is more than 0.1.  
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Fig. 6 Survival probability after modification 

 

 

Table 2 Result of RUL prediction by using modified grey model for m of 5 to 11 

m Time of Final Failure prediction RUL prediction 

(hour) 

Accuracy of RUL prediction (%) 

5 309 108 94.1 

6 309 108 94.1 

7 308 102 100 

8 308 102 100 

9 308 102 100 

10 307 96 94.1 

11 307 96 94.1 

 

 

The final failure problem is very important for RUL assessment. Therefore, modifying the grey model is needed to increase the 

accuracy of prediction. Modification procedures as explained in section 2.2.2 are applied to the previous model. Finally, the accuracy 

of the modified grey model is very satisfactory, because the modified model can anticipate the sudden decrease of survival probability. 

Figure 6 depicts the prediction which using modified grey model with m of 9. Moreover, the modified grey model with a small error of 

0.095915 and close correlation of 0.90965 is able to predict the final failure occurring at time of 308. It is in accordance with the 

degradation state based on real condition.  

Based on the survival probability predictions, RUL of the machine can be assessed. Specifically, the RUL is the time interval 

between incipient failure threshold and final failure threshold. This study applies the incipient and final failure threshold are at survival 

probability of 0.9 and 0.1 respectively, and the incipient failure occurs at time of 291. The RUL and accuracy can be assessed using the 

followings: 

 

RUL = [(final failure time) – (incipient failure time)]x 6 hrs                             (22) 

 

Accuracy = (1 − 
|           −   d    d     |

   d    d     
)x 100%                                (23) 

 

Based on the above formula, the actual RUL is 102 hours ((308-291)x 6 = 102). Table 2 describes the RUL prediction and the 

accuracy of prediction which using m of 5 to 11. 

 

 

5. Conclusion 

This paper presents a new method for machine condition prognostics based on grey model and survivor probability. Performance 
conditions of a machine were expressed by survival probability values acquired from the error indicator. The RUL can be clearly 
observed by obtaining the time deviation between incipient failure time and final failure time. This proposed method also presents that 
a modified grey model has been made, in order to improve the accuracy of prediction. The proposed method has been validated by 
predicting the RUL of a low methane compressor. However, this work has only been able to predict the RUL which the incipient and 
final failure threshold are acquired. Hence, a more in-depth investigation into the incipient and final failure threshold is needed in future 
studies. 
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Nomenclature 

e Error indicator S    Survival probability 

m The number of modified prediction value t Time 

R  Linear correlation x(0)    Initial time sequence 

RMSE Root-mean square error 𝑥 ̂(0)(k+1)  Predicted value of x(0)(k+1) at time (k+1) 

σy  Standard deviation 
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