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1. INTRODUCTION

Two-phase heat transfer is one of the important heat
transfer mechanisms in many types of heat exchangers due
to its heat transfer characteristics, which are superior to
those of a single phase flow. Hence, it has drawn interest
from a number of researchers for a long time. In many
semi-empirical analyses for flow boiling heat transfer, slug
flows with elongated bubbles or annular flows are often
assumed as reference flow patterns and in the analysis
the liquid film thickness is treated as one of the main
parameters [1,2]. Once the local liquid film thickness is
determined, it becomes easier to estimate the two-phase
parameters, such as the void fraction and the liquid and gas
velocities, as well as the acceleration pressure drop and
the fluid inventory along the channels [3]. 

Measuring the liquid film thickness in a two-phase
annular flow has been an importance issue for a long
time and many methods have been developed for it. The

methods can be classified into four groups according to
their measurement principles: 1) optical, 2) acoustic, 3)
radiological and 4) electrical methods. In optical methods,
various optical devices, such as high speed cameras and
lasers, are used for detecting an interface [4,5], total
internal light reflection [6], fluorescence intensity [7] and
so on. Acoustic methods are based on the fact that ultrasonic
waves are reflected at the gas-liquid interface and the
time interval between the emitted and the reflected signal
is converted into the film thickness [8,9]. Radiological
approaches use radiation, such as X-ray, gamma-ray, and
neutrons. In radiological methods, the different attenuation
characteristics in gas and liquid are used to measure the
liquid film thickness [10,11]. Electrical methods are
classified into two approaches: conductance and capacitance.
The conductance (or the capacitance) between electrodes
placed on the inner surface of the pipe is dependent on
the conductivity (or the dielectric constant) values of each
phase and its morphology. The conductance method is
cheaper than the other methods: It is non-intrusive and
does not disturb flows. In addition, the response to the
change of the liquid film thickness is very fast. Coney

In many semi-empirical analyses of flow boiling heat transfer, an annular flow is often assumed as a model flow and the
local liquid film thickness is a key parameter in the analysis. This work considers a simple electrical conductance technique to
estimate the local liquid film thickness in two-phase annular flows. In this approach, many electrodes are mounted flush with
the inner wall of the pipe. Voltage differences between two neighboring electrodes for concentric annular flows with various
liquid film thicknesses are obtained before the main experiments and logged in a look-up table. For an actual application in the
annual flow, voltage differences of neighboring electrodes are measured and then corresponding local film thicknesses are
determined by the interpolation of the look-up table. Even though the proposed technique is quite simple and straightforward,
the numerical and static phantom experiments support its usefulness.
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[12] proposed a conductance probe composed of two
parallel electrodes with unequal widths and separated by
an insulator to measure liquid film thickness and developed
a theoretical model to analyze the relationship between the
conductance and the liquid film thickness. Fukano [13]
suggested in-line and concentric ring-type probes and
successfully applied them to the liquid film thickness
measurement in a rectangular test section. Conte et al. [14]
and Geraci et al. [15] proposed flush-mounted pin probes.
The method is used for very thin films, typically up to 2
mm (pipe diameter = 127 mm). However, that work dealt
with measuring thicker film up to 11 mm (pipe diameter
= 80 mm). More recently, Liu et al. [16] used Electrical
Capacitance Tomography (ECT)-based image reconstruction
to extract the liquid film thickness information.

The present work considers a conductance method to
estimate the local liquid film thickness in an annular two-
phase flow through a circular pipe. Many electrodes are
mounted flush with the inner wall of the pipe. Neighboring
electrodes are selected as current carrying electrodes in turn.
Voltage differences between the neighboring electrodes
for concentric annular flows with various liquid film
thicknesses are obtained before actual experiments and
logged in a look-up table. For an annular flow, voltage
differences between neighboring current carrying electrodes
are measured and then corresponding film thicknesses
are determined by the interpolation based on the look-up
table. To show the performance, extensive numerical and
static phantom experiments were conducted. As reviewed
above, the idea of applying a conductance sensor to the
measurement of the liquid film thickness is not new.
However, to the authors’ best knowledge, the attempt to
estimate the peripheral distribution of the liquid film
thickness in an annular flow through a circular pipe has not
yet been reported. In fact, this measurement set-up is the
same one used conventionally for Electrical Resistance
Tomography (ERT), in which the resistivity distribution
is reconstructed on the basis of the relationship between
the injected currents and the induced voltages, and for
the reconstruction the so-called inverse algorithm should
be used [17]. 

This work will show numerically and experimentally
that the liquid film thickness or the interface in annular
flows can be estimated quite successfully without any
inverse algorithm to reconstruct the resistivity distribution
or to estimate the interfacial boundary while using an ERT
measurement set-up.

2. PROCEDURE FOR ESTIMATION OF LIQUID FILM
THICKNESS

This work considers an annular flow composed of
liquid background and gas core as shown in Fig. 1. The
resistivity values for the liquid and gas phases are ρl and
ρg, respectively. Here, ρl is assumed to be constant and ρg

is set to infinity. A total of L electrodes (e1, e2,…, eL)
mounted flush with the inner wall of the pipe with radius
r are evenly positioned. The width and height of the
electrode are 2∆ and H, respectively. The present work
considers two types of electrical current injection patterns.
In current pattern 1, pairs consisting of two adjacent
electrodes are selected for the current carrying electrodes
in order. That is, L pairs of electrodes (e1, e2), (e2, e3), …,
(eL, e1) are excited in turn and then the voltage differences
of the corresponding electrode pairs are measured. This
is the conventional adjacent current injection protocol in
ERT. In current pattern 2, L pairs consisting of every other
electrode (e1, e3), (e2, e4), …, (eL, e2) are chosen. For each
current pattern, the normalized voltages difference ∆V*,
defined by Eq. (1) with respect to the normalized liquid
film thickness δ* defined by Eq. (2), are plotted as in Fig. 2:
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Fig. 1. Problem Domain Description for Concentric Annular
Flow.

Fig. 2. Normalized Voltage Difference with Respect to
Normalized Liquid Film Thickness.

(1)

(2)
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where ∆V is the voltage difference for the given liquid film
thickness δ and ∆Vw denotes the voltage difference for δ
= r, which corresponds to zero void fraction. Once the
look-up table that relates ∆V* to δ* for the concentric
annular flow is prepared from a calibration test, then the
liquid film thickness can be determined from the look-up
table using the measured voltage for a given annular flow.
In general, conductivity is a function of the temperature
and the voltage difference is inversely proportional to the
conductivity. Once the temperature is known, the
conductivity can be found from the material handbooks
and the voltage difference for the reference temperature
used for the generation of the look-up table can be
calculated by multiplying the ratio of the conductivity at
the present temperature to that at the reference
temperature.

The procedure for estimating the liquid film thickness

is summarized as follows: 
(i) Create the look-up table of the normalized voltage

differences between the preset electrode pairs for
various liquid film thicknesses in a concentric
annular flow;

(ii) the voltage differences for the electrode pairs for
an arbitrary annular flow;

(iii) Estimate the liquid film thickness by consulting
the look-up table. 

To verify the present method, we conducted numerical
experiments using COMSOL, which is a finite element
method-based multi-physics software. In the simulation,
this work treated the pipe as a unit circle and there were
L =32 electrodes with a width of 2∆ =0.15. The first
numerical experiment (Case 1) involved various annular
flow patterns with non-circular gas cores for void fractions
in the range of 0.63-0.78 as seen in Fig. 3. To evaluate

Fig. 3. Estimated Interface for Case 1.



the estimation performance quantitatively, the estimation
error was defined as

The estimation error was less than 0.18% as illustrated in
Fig. 4. 

In the second numerical experiment (Case 2), the void
fraction was fixed while the gas core was moved from the
center to the wall of the channel to investigate the effect
of the gas core location on the estimation performance. For
a void fraction of 0.72, the gas core was moved toward
the electrode and toward the gap between neighboring
electrodes, respectively, as depicted in Fig. 5. The estimation
errors were less than 2.5% as shown in Fig. 6. The larger
error of Case 2 may have been due to the fact that the
liquid film in the other side becomes thicker as the gas
core moves toward the pipe wall. 

The last numerical experiment (Case 3) considered
six distorted gas cores. The estimated results and the

estimation error are shown in Figs. 7 and 8, respectively.
The maximum error was less than 0.5%.

For more extensive verification of the estimation
performance, static phantom experiments were also
conducted. A circular acrylic pipe with a radius of 40 mm
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Fig. 4. Estimation Error for Case 1.

Fig. 5.Gas Core Movement Scenarios for Case 2.

Fig. 6. Estimation Error for Case 2.

(3)



was used. It was equipped with 32 flush-mounted electrodes
with a width of 6 mm and a height of 20 mm. Ten 200
mm high cylindrical acrylic rods simulating concentric
gas cores were fabricated to obtain the void fractions of
0.1, 0.2, …, 0.9, and 0.95 by changing the radius. The
true void fractions were measured as 0.099, 0.200, 0.301,
0.405, 0.499, 0.599, 0.699, 0.808, 0.900, and 0.948 in the
static phantom experiments. It should be noted that in real
experiments the voltage differences between electrode
pairs will be different because of non-uniform electrode
conditions, including imperfect positioning and different
surface conditions even though the geometries are concentric
annuli. The irregularity of the electrodes based on the
voltage difference between adjacent electrodes for a pipe
filled with water only is about 1.6%. Hence, each electrode
pair should have its own look-up table according to each
void fraction.

In the present study, an Agilent 4284A LCR meter was
used as a current source. The digital multimeter (NI PXI-
4065) with a switch (NI PXI-2536) was used to measure
voltages. The measurement error for the voltage was
estimated as less than 1.0% of the full scale. A current of
10 mA was applied to the selected electrodes and then

the voltage difference was measured on the same electrodes.
To simulate various patterns of the annular flow with a 0.69
void fraction, a non-circular acrylic rod was fabricated.
In Fig. 9, the estimated interfaces for eight locations were
successfully compared with the true ones. The first five
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Fig. 7. Estimated Interface for Case 3.

Fig. 8. Estimation Error for Case 3.
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Fig. 9. Estimated Interface for Static Phantom Experiments.



experiments were done as the gas core was moving toward
the electrode and the remaining three were done for
moving gas cores along a 45 degree line toward the gap.
The estimation errors are reported in Fig. 10 and the
maximum was less than 5.5%, which is larger than in the
numerical experiments. This may have been due to the
signal noise from the electric devices and the non-uniform
electrode conditions mentioned above.

3. CONCLUSIONS

In the present work, a conductance method was
employed to estimate the liquid film thickness in an annular
flow through a circular pipe. The voltage difference between
two adjacent electrodes was converted into the liquid
film thickness based on a look-up table prepared for the
concentric annular flows. Extensive numerical and static
phantom experiments with 32 electrodes were carried out
and the results show that the liquid film thickness can be

estimated within a 5.5% error. In this work, the verification
of the proposed technique was limited to static phantom
experiments. The future work will be an extension of the
technique to actual liquid flow.
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