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Abstract 
 

To ensure the security of wireless sensor networks, it is important to have a robust key 
management scheme. In this paper, we propose a Quorum-based key management scheme. A 

specific sensor, called as key distribution server (KDS), generates a key matrix and establishes 

a quorum system from the key matrix. The quorum system is a set system of subsets that the 
intersection of any two subsets is non-empty. In our scheme, each sensor is assigned a subset 

of the quorum system as its pre-distributed keys. Whenever any two sensors need a shared key, 

they exchange their IDs, and then each sensor by itself finds a common key from its assigned 
subset. A shared key is then generated by the two sensors individually based on the common 

key. By our scheme, no key is needed to be refreshed as a sensor leaves the network. Upon a 

sensor joining the network, the KDS broadcasts a message containing the joining sensor ID. 

After receiving the broadcast message, each sensor updates the key which is in common with 
the new joining one. Only XOR and hash operations are required to be executed during key 

update process, and each sensor needs to update one key only. Furthermore, if multiple sensors 

would like to have a secure group communication, the KDS broadcasts a message containing 
the partial information of a group key, and then each sensor in the group by itself is able to 

restore the group key by using the secret sharing technique without cooperating with other 

sensors in the group.  
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1. Introduction 

Recent advances in micro-electro-mechanical devices and radio, signal processing 

technologies have made wireless sensor networks (WSNs) being well developed in a wide 

variety of applications, such as battlefield surveillance, industrial process monitoring and 
control, healthcare monitoring, home automation, traffic control, etc. However, some 

applications may require certain security mechanisms to protect the integrity of passing data 

from modifications, guard for confidentiality of communication from electronic eavesdrop, 

and verify message originator. To provide the above security-enhanced services for wireless 
sensor networks, it is necessary to have a robust key generation and distribution scheme. 

Considering the limited power, data processing capacity and memory storage of sensors, 

traditional key generation and distribution schemes are inapplicable for wireless sensor 
networks [1][2][3][4][5][6][7]. To solve the key distribution problem for wireless sensor 

networks, several key pre-distribution schemes have been proposed in the literatures 

[2][3][4][5][6][7][8][9][10][11][12]. The basic idea is that keys would have to be installed in 
sensors before deployment. A simple key pre-distribution approach is to assign each sensor 

n-1 keys, where n is the number of sensors in the network, and each key is known to only one 

other sensor. However, this approach is impractical as n is large or the network is highly 

dynamic. 
Eschenauer et al. [8] proposed a random key pre-distribution scheme in 2002. In this 

scheme, a very large size symmetric key pool (e.g., 2
17

 - 2
20

 keys) is generated offline at first, 

and then each sensor randomly selects a set of keys from the generated key pool as its 
pre-distributed keys. After that, the sensors are randomly deployed into an interested terrain. 

After the deployment, each sensor broadcasts its stored key information to its one-hop 

neighbors. Since all the keys are randomly selected from the same key pool, it is quite possible 

that two neighboring sensors have some overlapped keys. If two sensors have a common key, 
they can use it as their shared key directly. Otherwise, a path-key establishment procedure is 

triggered, which could generate a path-key between the two communicating sensors under 

some other intermediate sensor’s participation. However, that intermediate sensors involve the 
path-key establishment procedure between the two communicating sensors not only degrades 

the network security, but also produces additional communication and computational 

overhead. Furthermore, the scheme can not achieve fully key connectivity since it is possible 
that two sensors can not derive a shared key even the path-key establishment procedure [8] had 

been trigged. 

To achieve the fully key connectivity, the key pre-distribution scheme of Cheng et al. [4] 

uses one nn   matrix only, where n is the network size. Each sensor is loaded with a row 

and a column of the matrix randomly. After deployment, two adjacent sensors exchange their 

row and column numbers to find out the keys being shared in common by them. The shared 

key is then derived from the common keys. In this scheme, if there were two sensors with the 
same row or column of the key matrix, and one of them was captured by an attacker, the 

attacker can compromise the network security by using the common keys. Such an attack is 

called as the node capture attack [4]. 

Based on Blom’s method [13], Chien et al. [6] proposed a key pre-distribution scheme by 
using two n×n matrices: a public matrix M and a secret symmetric random matrix D. The 

matrices M and D are used to compute a symmetric matrix K=(DM)
T
M, where Ki, j=Kj, i. At the 

key pre-distribution phase, each sensor i is loaded with coli (the ith column of matrix M), 
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which is used as public information; and each sensor is also loaded with rowi (the ith row of 

matrix (DM)
T
), which is kept secret. After deployment, each sensor i broadcasts its column 

instances of M (i.e., coli) to establish a shared key with all its neighbors j by computing 

pair-wise key Ki, j=rowi×colj=rowj×coli. After that, each sensor erases all the pre-loaded 

parameters (coli and rowi) from its memory to prevent the possible risk caused by the node 

capture attack. The erase operation makes the scheme to be inappropriate for dynamic sensor 
networks. 

In this paper, we propose a Quorum-based key pre-distribution scheme which not only 

achieves the fully key connectivity and resists against node capture attack, but also can be 

applied to dynamic sensor networks. Our scheme uses one  2/n ×n matrix and generates a 

quorum system from the matrix, where n is odd. A quorum system is a set of subsets with the 

property that the intersection of any two subsets is non-empty. Our scheme assigns each sensor 
a subset of the quorum system as pre-distributed keys. That guarantees a common key can be 

found out between any two sensors after they exchange their IDs. Furthermore, such a key 

assignment makes any pre-distributed key held by two sensors at most. By this feature, no key 

is needed to be refreshed as a sensor leaves the network. Upon a sensor joining the network, 
KDS broadcasts the joining sensor’s ID, and then each sensor by itself is able to update the key 

which is in common with the new joining one. The low communication overhead and low 

computational overhead makes our scheme appropriate to dynamic sensor networks. 
Moreover, for supporting secure group communications, we require that the KDS is 

responsible to generate a group key if necessary. The group key is regarded as a secret and is 

divided into two shadows by the secret sharing technique [18]. By our scheme, a sensor in the 
group by itself is able to derive one shadow of the secret, and the KDS broadcasts the other 

shadow. After that, the group key can be restored by each sensor in the group without 

cooperating with other sensors. 

The rest of the paper is organized as follows. Section 2 gives a brief introduction of the 
quorum system. Section 3 describes the proposed key management scheme. Section 4 and 

section 5 depicts security analysis and performance evaluation. Finally is the conclusion. 

2. Quorum System 

A quorum system [14][15][16][17] is a set system S = {S1, S2, …, Sm}, where each Si is a subset 

of a universe set U = {U1, U2, …, UN}, and the quorum system must satisfy the following 
properties: 

 Non-empty intersection property: Any two subsets have a non-empty intersection. 

 jijiji SSSSSSS ;,;,  

 Minimality property: No subset is a proper subset of another subset. 

jijiji SSSSSSS  ;,;,  

For example, given a universe set U = {U1, U2, U3}, a set system S = {S1, S2, S3} where S1= 
{U1, U2}, S2= {U2, U3}, S3= {U1, U3}, S is a quorum system since it has the non-empty 

intersection property and the minimality property. 

3. Quorum-based Key Management Scheme 

In our scheme, there exists a special sensor, called as key distribution server (KDS). It is 

assumed that the KDS is trusted and the number of sensors in the network is less than or equal 
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to n, where n is odd. Our scheme consists of four phases: key pre-distribution, shared key 

establishment, key refreshment and group key establistment. Table 1 shows the notations used 
in this paper. Note that the i+j mod n operation in the paper is defined to have the set of 

residues {1, 2, …, n}. That is, i+j mod n=i+j when i+j ≤ n; i+j mod n=(i+j)-n when i+j > n. 

Table 1. Notations 

Notation Description 

Ki, j The i-row and j-column of key matrix K 

CKA-B Common key being found in the pre-distributed keys of  sensors A and B 

SKA-B Shared key being established by sensor A and sensor B 

H() Hash function 

GK Group key 

i+j mod n i, j  {1, 2, …, n}, i+j mod n=i+j if i+j ≤ n; i+j mod n=(i+j)-n if i+j > n 

 

3.1 Key Pre-distribution Phase 

Fig. 1 shows that, KDS generates a  2/n ×n matrix K and establishes a quorum system S = 

{S1, S2, …, Sn} from the matrix K, where each Sj contains one entire column j of the matrix K 

and  2/n  elements out of each of the following  2/n  columns after the column j.  It means 

that each Sj contains n-1 elements: Ki, j and Ki, j+i mod n (i=1 to  2/n ). After that, KDS 

distributes Sj to the sensor whose ID is j through a secure channel. For example, given a key 
matrix K3×7 as Fig. 2, Sensor 4 will hold the pre-distributed keys of the 4

th
 column {K1, 4, K2, 4, 

K3, 4} plus three keys {K1, (4+1), K2, (4+2), K3, (4+3)} of the matrix K3×7. The details of the key 

pre-distribution phase are as follows: 
 

KDS

1. KDS generates a key matrix

*,  jK

2. KDS distributes the shadow part 

of the key matrix to node j

K1,1 … K1,j … K1, n

K2,1 … K2, j … K2, n

K3,1 … K3, j … K3, n

: … : … :

K ,1 … K , j … K , n

K1,1 … K1,j … K1, n

K2,1 … K2, j … K2, n

K3,1 … K3, j … K3, n

: … : … :

K ,1 … K , j … K , n   nn 2/

 2/...,,2,1,
mod)(,

niK
niji




 2/n  2/n  2/n

 

Fig. 1. Key pre-distribution phase 
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StepP1 : KDS generates a matrix K
 2/n ×n and a random number r, and then computes H

 l 
(r) 

which will be used for message authenticity at the key refreshment phase, where l is 

an integer and H
 
() is a secure hash function. 

StepP2 : KDS assigns the quorum subset Sj to sensor j, where Sj contains the j
th
 column of K 

(denoted as K*, j) and Ki, j+i mod n (i=1 to  2/n ), and distributes Sj through a secure 

channel. Each sensor j stores Sj and H 
l
(r) in its memory. 

 

K1,1 K1,2 K1,3 K1,4 K1,5 K1,6 K1,7

K2,1 K2,2 K2,3 K2,4 K2,5 K2,6 K2,7

K3,1 K3,2 K3,3 K3,4 K3,5 K3,6 K3,7

K1,1 K1,2 K1,3 K1,4 K1,5 K1,6 K1,7

K2,1 K2,2 K2,3 K2,4 K2,5 K2,6 K2,7

K3,1 K3,2 K3,3 K3,4 K3,5 K3,6 K3,7 3737

K1,1 K1,2 K1,3 K1,4 K1,5 K1,6 K1,7

K2,1 K2,2 K2,3 K2,4 K2,5 K2,6 K2,7

K3,1 K3,2 K3,3 K3,4 K3,5 K3,6 K3,7

K1,1 K1,2 K1,3 K1,4 K1,5 K1,6 K1,7

K2,1 K2,2 K2,3 K2,4 K2,5 K2,6 K2,7

K3,1 K3,2 K3,3 K3,4 K3,5 K3,6 K3,7

 

Fig. 2. An example of pre-distribution keys of sensor 4 

3.2 Shared Key Establishment Phase 

After sensors have been deployed, any two sensors A and B can derive a common key based on 

their IDs, and then establish a shared key to secure their communication channel. Recall that 

sensor A holds n-1 keys: the entire column A of the matrix K (K*, A) and Ki, A+i mod n (i=1 to 

 2/n ). That indicates the sensor with ID (A+i) also holding the key Ki, A+i mod n since the entire 

column (A+i) keys are assigned to the sensor with ID (A+i). The same reason for the key Ki, A is 

held by both of sensor A and the sensor with ID (A-i). This is the reason why our scheme can 
achieve the fully key connectivity since any two sensors can have a common key from their 

pre-distribution keys. Fig. 3 illustrates the exchanged messages at the shared key 

establishment phase, and the process of establishing a shared key is depicted as follows. 

 

A B

A, rA

B, rB , authB

A B

A, rA

B, rB , authB

 

Fig. 3. Shared key establishment phase 

StepS1 : Before having a secure channel between sensor A and sensor B,  sensor A sends it’s 

ID and a random number rA to sensor B.  

StepS2 : Upon receiving the message {A, rA}, sensor B generates a random number rB and 
finds out the common key CKA-B by the IDs A and B. As shown in Fig. 4, there are 

two cases to be considered for finding the CKA-B: 

Case1: When |A-B| >  2/n , sensor A and sensor B have a common key 

CKA-B=Kn-|A-B|, min(A, B). 

Case2: When |A-B| ≤  2/n , sensor A and sensor B have a common key 

CKA-B=K|A-B|, max(A, B). 
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The shared key is computed as SKA-B = CKA-B⊕rA⊕rB. After that, sensor B sends {B, 

rB, authB} to A, where authB=H(SKA-B||rA||rB). The authB is used as the message 

authenticator. 
StepS3 : After receiving the message{B, rB, authB}, sensor A gets the common key CKA-B 

based on the IDs as illustrated at  Step S2, and then computes the shared key SKA-B = 

CKA-B⊕rA⊕rB, and authA=H(SKA-B||rA||rB). After that, sensor A checks whether the 

authB of the message is equal to authA to validate the authenticity of sensor B and 
make sure that they generate the same SKA-B. 

 

A B
|A-B| ≤  2/n

A B

|A-B| >  2/n
A B

|A-B| ≤  2/n
A B

|A-B| ≤  2/n

A B

|A-B| >  2/n

A B

|A-B| >  2/n 2/n

 

Fig. 4. Finding out a common key for sensor A and B 

By the same matrix of Fig. 2, Fig. 5 illustrates that sensor 4 and sensor 6 find out their 
common key to be K2, 6 after exchanging their IDs 4 and 6. It is because that |4-6|=2<3, by Case 

2, sensor 4 and sensor 6 get the same common key CK4-6=K|4-6|, max(4, 6)=K2, 6. 

Node 6

K1,1 K1,2 K1,3 K1,4 K1,5 K1,6 K1,7

K2,1 K2,2 K2,3 K2,4 K2,5 K2,6 K2,7

K3,1 K3,2 K3,3 K3,4 K3,5 K3,6 K3,7

K1,1 K1,2 K1,3 K1,4 K1,5 K1,6 K1,7

K2,1 K2,2 K2,3 K2,4 K2,5 K2,6 K2,7

K3,1 K3,2 K3,3 K3,4 K3,5 K3,6 K3,7

K1,1 K1,2 K1,3 K1,4 K1,5 K1,6 K1,7

K2,1 K2,2 K2,3 K2,4 K2,5 K2,6 K2,7

K3,1 K3,2 K3,3 K3,4 K3,5 K3,6 K3,7

K1,1 K1,2 K1,3 K1,4 K1,5 K1,6 K1,7

K2,1 K2,2 K2,3 K2,4 K2,5 K2,6 K2,7

K3,1 K3,2 K3,3 K3,4 K3,5 K3,6 K3,7

Node 4

 

Fig. 5. Finding out a common key K2, 6 for sensor 4 and 6 

Lemma 1. Any key in the matrix K
 2/n ×n is held by two sensors at most. 

Proof: By our assignment, a key Ki, j is held by the sensor j and senor j-i. Assume that there is 
another sensor x (x ≠ j and x ≠ j-i) also holds the key Ki, j. Recall that the keys assigned to the 

sensor x are K*, x and Kl, x+l mod n (l=1 to  2/n ).  It is obvious that none of K*, x is Ki, j since x ≠ j. 

If some key Kl, x+l mod n = Ki, j, then l=i, x+l= x+i=j, that is x=j-i. It is contradiction to x ≠ j-i. Thus, 
the lemma holds. 

3.3 Key Refreshment Phase 

Lemma 1 shows that any key in matrix K
 2/n ×n is only held by two sensors at most. In this case, 

while a sensor leaves the network, KDS only needs to announce the leaving sensor’s ID, and 

no one needs to refresh its pre-distributed keys since the keys held by the leaving sensor will 

never be used to generate a shared key by the remaining sensors in the network. Our scheme 

can resists against node capture attack by regarding the captured sensor as a leaving one. The 
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sensors never establish a shared key with a leaving sensor, even if an attacker spoofed some 

sensor’s ID, it could not derive a correct shared key based on the captured keys. 
When a sensor joins the network, KDS assigns an ID and a quorum subset of the updated 

pre-distributed keys, and distributes the keys through a secure channel, and then broadcasts the 

joining sensor’s ID to require the other sensors to update the key in common with the new 

joining one. The key refreshment phase is as follows: 

StepR1 : KDS assigned an ID A to the new joining sensor. 

StepR2 : KDS computes H
 l-m

(r), where m is an integer and m<l. KDS assigns the keys Ki, A, 

Ki, (A+i) mod n, (i=1 to  2/n ) to the new joining sensor A through a secure channel, 

where Ki, A= H(K1, A-i⊕K2, A-i⊕... ⊕K
 2/n , A-i⊕H

 l-m
(r)), and Ki, (A+i) mod n = H(K1, 

A+i⊕K2, A+i⊕... ⊕K
 2/n , A+i⊕ H

 l-m
(r)). 

StepR3 : Sensor A stores Ki, A, Ki, (A+i) mod n, (i=1 to  2/n ), and H
 l
(r) into its memory. 

StepR4 : KDS broadcasts m, H
 l-m

(r) and the new joining sensor ID A to require the sensors in 

the network to update the key in common with the new joining one. 

StepR5 : When a sensor B in the network receives the broadcast message, to ensure the 

authenticity of the message, sensor B checks whether H
m
(H

 l-m
(r)) is equal to the 

stored H
 l
(r) or not. If the equation holds, sensor B finds out which key of its 

pre-distributed keys is also held by the sensor A based on their IDs A and B. The 
process of finding out the common key CKA-B is the same as the StepS2 of Section 

3.2. After that, sensor B updates CKA-B=H(K1, B⊕K2, B⊕...⊕K
 2/n , B⊕ H

 l-m
(r)). 

For example, KDS assigns ID 2 to a new joining sensor, and Fig. 6 illustrates the keys {K1, 

2, K2, 2, K3, 2, K1, (2+1), K2, (2+2), K3, (2+3)}assigned to the new joining sensor after they are updated. 
When sensor 1 received the broadcast message {m, H

 l-m
(r), 2} sent by the KDS, it first 

authenticates the message, and then finds out the common key CK1-2=K|1-2|, max(1, 2)=K1, 2. After 

that, sensor 1 updates K1, 2 = H(K1, 1⊕K2, 1⊕K3, 1⊕H
 l-m

(r)). The other sensors do the same 

process to update the key in common with the new joining sensor. 
 

K1,1 H(K1,1⊕K2,1⊕K3,1⊕Hm(r)) H(K1,3⊕K2,3⊕K3,3⊕Hm(r)) K1,4 K1,5 K1,6 K1,7

K2,1 H(K1,7⊕K2,7⊕K3,7⊕Hm(r)) K2,3 H(K1,4⊕K2,4⊕K3,4⊕Hm(r)) K2,5 K2,6 K2,7

K3,1 H(K1,6⊕K2,6⊕K3,6⊕Hm(r)) K3,3 K3,4 H(K1,5⊕K2,5⊕K3,5⊕Hm(r)) K3,6 K3,7

K1,1 H(K1,1⊕K2,1⊕K3,1⊕Hm(r)) H(K1,3⊕K2,3⊕K3,3⊕Hm(r)) K1,4 K1,5 K1,6 K1,7

K2,1 H(K1,7⊕K2,7⊕K3,7⊕Hm(r)) K2,3 H(K1,4⊕K2,4⊕K3,4⊕Hm(r)) K2,5 K2,6 K2,7

K3,1 H(K1,6⊕K2,6⊕K3,6⊕Hm(r)) K3,3 K3,4 H(K1,5⊕K2,5⊕K3,5⊕Hm(r)) K3,6 K3,7

37

K1,1 K1,2 K1,3 K1,4 K1,5 K1,6 K1,7

K2,1 K2,2 K2,3 K2,4 K2,5 K2,6 K2,7

K3,1 K3,2 K3,3 K3,4 K3,5 K3,6 K3,7

K1,1 K1,2 K1,3 K1,4 K1,5 K1,6 K1,7

K2,1 K2,2 K2,3 K2,4 K2,5 K2,6 K2,7

K3,1 K3,2 K3,3 K3,4 K3,5 K3,6 K3,7

37
 

Fig. 6. An example of key refreshment (Joining Sensor’s ID is 2) 

3.4 Group Key Establishment Phase 

When sensors desire to have secure group communication, they form a group at first, and then 

the KDS is responsible to generate a group key GK for those sensors. The group is denoted as 

SG containing all the IDs of the sensors in the group. For each sensor j in SG, the KDS 
constructs a unique line for it. The line passes through the two points (0, GK) and (Keyj, H(Keyj 
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||j)), where Keyj= (K1, j ⊕K2, j …⊕K
 2/n , j) ⊕ rG, and rG is a random number. In other words, 

each line can be expressed as an one-degree polynomial fj(x)=Keyj
-1
∙(H(Keyj ||j)-GK)∙x+GK. 

Note that the group key GK is stored at the constant term of each polynomial fj(x). GK is called 

as the secret of the polynomial. By the (2, 2) threshold secret sharing technique [18], the secret 

can be restored by combining two shadows of the polynomial. Here one point of the line 
corresponds to one shadow of the polynomial. KDS computes fj(j) and broadcasts rG and {fj(j), 

j∈SG}. Each sensor j in SG can derive the point (Keyj, H(Keyj||j)) by itself, and get the other 

point (j, fj(j)) from the broadcast message. The group key GK can be restored by each sensor 
after having the two points. Fig. 7 illustrates the broadcast message at the group key 

establishment phase, and the process of establishing a group key is depicted as follows. It is 

assumed that the group consists of t sensors. 

StepG1 : The KDS generates a group key GK and a random number rG. 

StepG2 : For each sensor j in SG, the KDS constructs a line fj(x) through the two points (0, GK) 

and (Keyj, H(Keyj ||j)), where Keyj= (K1, j ⊕K2, j …⊕K
 2/n , j) ⊕ rG. The line fj(x)= Keyj 

-1
∙(H(Key j ||j)-GK)∙x+GK. After that, the KDS computes fj(j). 

StepG3 : The KDS broadcasts {rG, {fj(j), j∈SG}, authG}, where authG=H(rG||GK) is the 

message authenticator. 

StepG4 : For each sensor j in SG, after receiving the broadcast message, it gets the point (j, fj(j)) 

by its ID and the message, and then it computes Keyj= (K1, j⊕K2, j …⊕K
 2/n , j) ⊕ rG 

to get the other point (Keyj, H(Keyj ||j)). After that, each sensor j can recover the 
group key GK by applying the equation GK=fj(0)=(Keyj ∙yj)-(j-H(Keyj||j))∙(Keyj - j)

-1
. 

Finally, sensor j computes H(rG||GK) and then checks whether the authG of the 

message is equal to the computed H(rG||GK) to validate the integrity and authenticity 

of the group key. 
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Fig. 7. Group key establishment phase 

4. Security Analysis 

In this section, we discuss the security properties of the shared key and the group key 

respectively. By our scheme, a shared key is generated by two sensors individually. In the 
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following, we will show that such a scheme not only achieves authenticity, consistency and 

flexibility properties, but also has the fully key connectivity and is able against the node 
capture attack. When secure group communication is required by more than two sensors, the 

KDS generates a group key and then each sensor by itself in the group is able to restore the 

group key based on the secret sharing technique. Mutual authentication between a sensor and 

the KDS is enforced while the group key is generated, and the backward secrecy and the 
forward secrecy are guaranteed. 

4.1 Shared Key 

4.1.1 Message Authenticity 

At the shared key establishment phase of Section 3.2, the message authenticity is ensured by 

finding out a same common key CK to be used to derive a same shared key SK, and then the 
shared key is applied to generate the message authenticator H(SKA-B||rA||rB). As for the key 

refreshment phase, the hashing value H
l
(r) stored at sensors is used to validate the authenticity 

of the broadcast message sent by the KDS. 

4.1.2 Consistency 

The consistency property is that a same shared key can be derived when any two sensors needs 

it. In our scheme, a shared key can be derived by two sensors themselves without the KDS 

intervention. As mentioned above, our scheme requires that any two sensors must authenticate 
each other before deriving a shared key. Since the two sensors have the same random numbers 

and the common key, they drive a same shared key. 

4.1.3 Flexbility 

The flexibility property means that a sensor can leave or join the network at any time. Recall 
that a key in the matrix K is assigned to two sensors at most. That makes no key needed to be 

refreshed when a sensor leaves the network. As for a sensor joining the network, only one 

broadcast message is needed to notify sensors to update the keys in common with the new 
joining sensor. 

4.1.4 Full Key Connectivity 

The proposed quorum system assures that the intersection of any two subsets is non-empty. It 

means that any two sensors can find out a common key from their pre-distributed keys, a 
shared key is established based on the common key without the KDS intervention. 

4.1.5 Against node capture attack 

When a sensor was captured by an attacker, it is assumed that the captured sensor can be 
detected by some tools like the intrusion detection system and then the KDS is informed of the 

ID of the captured sensor [6]. After that, KDS announces the ID of the captured sensor. After 

receiving the ID of the captured sensor, the remaining sensors regard it as a leaving sensor. A 

sensor won’t communicate with a leaving sensor. Thus, it is impossible for the attacker to have 
a same common key with any sensor even if the attacker spoofed some sensor’s ID. This is 

because a common key is derived by two sensors separately, and the derived keys are the same 

only if the pre-distributed keys match the sensors’ IDs. 
 

Table 2 depicts the comparison of the works of [4][6][8] and our scheme. 
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Table 2. Security comparison 

Security                             
Scheme

 KMSDSN [8] EPKEM [4] EKPSN [6] Our scheme 

Authenticity No No No Yes 

Consistency No No No Yes 

Flexibility Yes Yes Yes Yes 

Fully key connectively No Yes Yes Yes 

Against node capture attack No No Yes Yes 

4.2 Group Key 

4.2.1 Mutual authentication 

In this paper, the mutual authentication in the group communication is referred to as a  sensor 
can authenticate that a message sent by the KDS, and only a legal sensor can obtain the group 

key. At the group key establishment phase of section 3.4, each sensor in the group can generate 

the group key by itself after receiving the message broadcast by the KDS. Each sensor j 
authenticates the KDS by validating the message authenticator AuthG = H(rG||GK).  Since only 

the KDS and the sensor j know the whold column K*, j of the key matrix, only the legal sensor 

j is able to restore the correct group key GK. Although the KDS can not know which sensors 

obtain the group key, it indicated that the KDS authenticates the legal sensor implicitly.  

4.2.2 Backward secrecy & Forward secrecy 

Secure group communication indicates that the group data is encrypted/decrypted by a group 

key to provide message confidentiality. The backward secrecy means that any joining sensor 
can not access the pass group data, and the forward secrecy means that any leaving sensor can 

not access current or future goup data. In our scheme, whenever a sensor joins into or leaves 

from the group, the KDS is responsible to generate a group key randomly. Thus, it is 

impossible to derive a future or past group key from the current group key since all group keys 
are independently generated. 

5. Performance Evaluation 

In this section, we compare the performance of the proposed scheme with the works of [4][6] 

[8]. Table 3 gives the comparing results of the number of message sent by each sensor. During 
the shared key establishment process, the works of [4][6][8] and our scheme, each sensor only 

sends out one message to the other. However, the work of [8] requires that the message 

contains a list of pre-assigned keys to find a common key. The message size of [8] is longer 

than the others.When a sensor leaves from the network, the work of [8] requires that the KDS 
broadcasts a message containing a list of keys held by the leaving sensor. In our scheme, the 

KDS only needs to announce the leaving sensor’s ID and the sensors in the network do not 

need to update any of their pre-distributed keys. As for a sensor joins into the network, the 
works of [4] and [6] regard it as system restart to execute the key pre-distribution phase. Our 

scheme requires the KDS to broadcast the ID of the joining sensor, and then each sensor 

updates only one key which is common with the new joining one. 
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The works of [4][6][8] do not discuss group key. This paper extends a group key 

establishment scheme to let sensors in a group can restore the group key without cooperating 
with other sensors. Only one message is broadcast by the KDS.  

Table 3. Number of message sent by each sensor 

 KMSDSN [8] EPKEM [4] EKPSN [6] 
Our 

scheme 

Pair-wise Key Establishment 
Sensor 1 1 1 1  

KDS 0 0 0 0 

Sensor Leaving 
Sensor 0 or 1 0

 
0

 
0

 

KDS 1 1 1 1 

Sensor Joining 
Sensor 0

 
re

 
re

 
0

 

KDS 0 re re 1 

Group Key Establishment 
Sensor NA NA

 
NA

 
0 

KDS NA NA
 

NA
 

1 

NA: Not Avaliable 

re: re-executeing the key pre-distribution phase 

 
Both of the communication and the computation overhead for sensors is light since no 

message is required to be sent out and each group sensor only needs to execute two modular 

multiplications, one modular inverse, two hash operations and some XOR operations to 
restore the group key. 

Table 4 gives the comparing results of the number of keys being maintained by the KDS 

and each sensor. In our scheme, the KDS maintains a  2/n ×n key matrix K, and each sensor 

j stores Ki, j and Ki, j+i (for i=1 to  2/n ). Our scheme provides full key connectivity without 

executing the path-key establishment procedure as the work of [8] did. Besides, our scheme 

can easily update keys by each sensor without re-assigning all sensors keys as the works of [4] 

and [6] did. 

Table 4. Number of maintained keys 

 KMSDSN [8] EPKEM [4] EKPSN [6] Our scheme 

Each Sensor np+1 2(n1/2) λ+3 n-1 

key pools 2
17

~2
20

 n λn  2/n ×n 

np: The number of pre-assigned keys [8] 

n:  Network size 

λ:  Security parameter [6] 

6. Conclusion 

We propose a quorum-based key pre-distribution scheme for wireless sensor networks. Based 
on the characteristic of a quorum system - the intersection of two subsets is non-empty. That 

makes our scheme to achieve fully key connectivity - any two sensors can find a common key 

if needed. The proposed quorum system guarantees that any key in the matrix K is held by two 
sensors at most. That makes no key needed to be refreshed when a sensor leaves the network. 

When a sensor joins the network, only a broadcast message is sent out by the KDS, and then 

sensors execute XOR and hash operations to update the key in common with the new joining 
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one, and only one key is updated for each sensor. Besides, a group key can be generated by 

each sensor in a group if secure group communication is required. The overhead for generating 
a group key is one broadcast message sent out by the KDS, and then each sensor in the group 

applies Lagrange interpolation polynomial to recover the group key by executing two modular 

multiplications, two hash operations, one modular multiplication inverse and some XOR 

operations. The proposed scheme has low message traffic and low computation overhead to 
make it appropriate for dynamic wireless sensor networks. 

To save memory usage, the scheme claims that the pre-distribution keys are stored at a 

 2/n ×n matrix, where n is odd. That makes each sensor to have n-1 keys after the key 

pre-distribution phase. If n is even, the number of sotred keys for each senosr would be n, one 
more key than n is odd. However, the scheme works and has the same security no matter how 

n is odd or even. The difference is that, when n is even, sensor A holds two keys Kn/2, A and Kn/2, 

(A+(n/2)) mod n which are also held by the sensor (A+(n/2)) mod n. However, only one common key 

CKA-(A+n/2)=Kn/2, max(A, (A+n/2) mod n) can be derived by sensor A and sensor (A+(n/2)) mod n. It 
means that the other key is useless. Thus, that n is odd sensors will not wast memory storage to 

maintain unused keys. 
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