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Abstract 
 

With the prevalence of diverse services-oriented applications, such as IPTV systems and 

on-line games, the current underlying communication networks face more and more 
challenges on the aspects of flexibility and adaptability. Therefore, an effective and efficient 

multicast routing mechanism, which can fulfill different requirements of different 

personalized services, is critical and significant. In this paper, we first define the neighbor 
gradient, which is calculated based on the weighted sum of attributes such as residual link 

capacity, normalized hop count, etc. Then two distributed multicast routing algorithms which 

are neighbor Gradient-based Multicast Routing for Static multicast membership (GMR-S) and 
neighbor Gradient-based Multicast Routing for Dynamic multicast membership (GMR-D), 

are proposed. GMR-S is suitable for static membership situation, while GMR-D can be used 

for the dynamic membership network environment. Experimental results demonstrate the 

effectiveness and efficiency of our proposed methods. 
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1. Introduction 

With the development of Internet, more and more service-oriented applications have been 

emerging in the recent years. Such applications include IP Television (IPTV), network games, 

live video-teleconferences, stock exchange, etc [1]. These diverse applications involve a 
source sending packets to a selected set of destinations. Therefore, IP multicast technologies, 

which support the underlying networks to save bandwidth and network resource, are critical 

and significant.    

Meanwhile, the diversity of service-oriented applications also brings new challenges to the 
multicast routing. The requirements of multicast routing in service-oriented applications can 
be summarized as follows: 

Adaptability of multicast routing to different traffic requirements. Different applications 
and services have different QoS requirements. For example, live video-teleconference 

requires high occupied bandwidth and stringent end-to-end delay, while transferring stock 

information and data broadcast require less bandwidth and lower delay sensitivity. Meanwhile, 
some applications may only ask for the lowest requirements, such as delay-tolerant data 

delivery, which only requires the delay bound in a reasonable range. Since different types of 

applications have different flow characteristics, it is significant to design an adaptive multicast 
routing policy to fulfill different requirements of diverse applications. 

Avoiding congestion and improving load balance. Too many application streams 
centralizing at some certain hot spots over the networks will lead to less multicast requests 

being satisfied. What is worse, this makes a small part of multicast sessions over-occupy the 

large part of resources at some nodes and some links, which badly influences the performance 
of upcoming multicast requests. Hence, an adaptive multicast routing, which can keep fairness 

among multiple multicast groups, is quite challenging yet much desired. 

Supporting dynamic behaviors of users. In real networks, the members join or leave the 
specified groups randomly and frequently. This makes the routing policy must be adapted to 

dynamic behaviors and time-varying activities in wide-area networks. Reconstructing the 
existing multicast routing tree should be considered when multicast membership has been 

dynamically changed.   

Distributed routing for large scale groups and members. The sizes of the multicast group 
for current service-oriented applications increase continuously. The latest forecast indicated 

the global IPTV subscribers would come to 111.5 million in 2014, with a compound annual 
growth rate of 26% [2]. Each channel of IPTV system can be a potential multicast group. With 

the increasing numbers of groups and members, the appropriate multicast routing should be 

computed in time at each node based on its latest updated information but not the static and 
outdated information.  

Though there are already a lot of researches produced for multicast routing problem, 
designing an adaptive and flexible multicast routing for diverse service-oriented applications 

is still extremely challenging yet much desired. That is because, on the one hand, the existing 

static multicast routing algorithms [3][4][5] just consider the static group situation, in which 
membership remains unchanged throughout the group’s lifetime. Factually, in most of real 

situations, memberships are changed dynamically. On the other hand, some dynamic multicast 

routing algorithms [6][7] have been proposed for dynamic situation, wherein the membership 
of the multicast group changes with time. However, such works either focus on a single factor 
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[3][4] or a specific application for multicast routing. Moreover, these routing algorithms are 

unable to fulfill the requirements of different types of service-oriented applications in the 
current Internet architecture [8].  

For example, in the traditional IP multicast service model, the most used multicast routing 
protocol is PIM-SSM [9], which is based on the Shortest Path Tree (SPT) and unicast routing 

protocols. So it is rigid and ossified for employing only one multicast routing scheme to meet 

all types of traffic requirements. Hence, we need a generic flexible multicast routing to adapt 
to different policies. It should use specific hybrid metrics which can accommodate a variety of 

service-oriented applications. And it can ensure that packets avoid congested areas but do not 

traverse the network using random walks. Therefore, in order to sufficiently provide 
personalized services to end users, a more flexible multicast routing is critical and significant. 

In this paper, we first define a neighbor gradient by simultaneously considering several key 
factors, which influence the QoS of the multicast routing. Based on the neighbor gradient 

definition, two distributed neighbor gradient based multicast routing algorithms, which are 

designed for static multicast membership and dynamic multicast membership respectively, are 
proposed. The contributions of this paper are summarized as follows:   

 In order to find the effective and efficient multicast routing, we define a novel 
neighbor gradient, in which several important multicast routing factors such as the 

scale of the multicast tree, link load of the network and hop count of the routing path, 

are considered simultaneously.  

 Two distributed neighbor gradient based multicast routing algorithms, which are 
GMR-S and GMR-D are proposed respectively. GMR-S is designed for static 

multicast membership situation, while GMR-D is fit for dynamic multicast 

membership situation. 

 We also present the extensive evaluation analysis to show that our proposed 
distributed multicast algorithm for static multicast membership can achieve much 
better performance compared with two classical multicast routing algorithms. Further 

experiments demonstrate that our dynamic multicast algorithm is effectively adaptive 

to dynamic membership situation as well. 

The remaining part of this paper is organized as follows: Section 2 introduces the related 
work. In section 3, a novel neighbor gradient is defined, and two adapted multicast routing 
algorithms are described and analyzed in detail. Simulation results are discussed in section 4. 

Finally, conclusions are given in section 5. 

2. Related Work 

The related work is given from two aspects. We first introduce the classical multicast service 

models. Then, we explain the related applications of the potential field based routing since our 
proposed algorithms are based on the field theory and steepest gradient search from physics 

area. 

Protocol Independent Multicast (PIM) is an inter-domain protocol which supports both 
shared and source-specific distribution trees [4]. However, QoS is not taken into account in 

route selection in PIM protocols. PIM-Source Specific Multicast (PIM-SSM) [9] is the most 
widely used multicast service model in IPTV systems. In PIM-SSM, Shortest Path Tree (SPT) 

is employed from its source to group destinations no matter what type of the traffic is. Most 

multicast routing problems can be formulated as a Steiner Tree (ST) or constrained ST 
problem [3] and there are so many centralized or distributed algorithms to solve them, such as 
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KMB [5], Jia [7], QDMR [10], WAVE [11], etc. Those QoS-oblivious [4][12] or 

QoS-sensitive [10][13] algorithms just try to heuristically construct a low-cost tree for one 
type of application, and some may subject to a given upper bound on end-to-end delay. Hence 

they are not designed specially for diverse service-oriented applications. Yang et al. [14] 

proposed a service-centric multicast architecture and a Service Centric Multicast Protocol 

(SCMP) for providing efficient and flexible multicast service over the Internet. SCMP adopted 
the DCDM algorithm [15] for constructing the multicast tree. DCDM is a centralized 

algorithm and only considers link delay and link cost. [16] proposed a scalable and adaptive 

protocol for multicast communications. The protocol is scalable in terms of both the group 
number and group size. However, its main object only focuses on the scalability problem, but 

not the adaptability problem in multicast routing. In order to support QoS IPTV service, Wen 

et al. proposed a hybrid tree based explicit routed multicast (HT-ERM) approach for IPTV 
service [17], which combines the advantages of Rendezvous Point based shared tree (RPT) 

and specific source based SPT in traditional IP multicast protocol. However, HT-ERM is only 

suitable for IPTV application, but not universal for other service-oriented applications. Cho et 

al. presented a MAD (Multicast with Adaptive Dual-state) architecture to provide efficient 
multicast service at massive scale [8]. MAD has two transmission modes: it uses IP 

multicast-style dissemination tree to deliver messages for active groups, and membership tree 

based forwarding to deliver messages for inactive groups. MAD can mitigate IP multicast and 
overlay multicast when there are a large number of groups with long-live data traffic, but 

cannot fundamentally solve the adaptability issue in multicast routing. 

Recently, potential-based routing has been proposed for various types of applications, 
including routing in load balancing of the Internet, data collection, node placement in sensor 

networks, and service discovery in MANETs, etc [18]. [19] presented a Potential-based 
Multicast Tree Algorithm (PMTA) to enhance the multicast tree construction in presence of 

connectivity restricted hosts. A potential-based routing was proposed in [20] which can be 

adapted to provide dynamic, traffic-aware routing by designing a traffic-based potential. 
Balasubramaniam et al. [21][22] proposed a new resource management scheme which 

incorporated a new gradient based routing mechanism-- PGBR, to deliver IPTV content over 

an IP network. However, most of potential-based multicast routing algorithms are used for 

unicast routing or provided for specific situations such as wireless networks. And they can not 
be applied for multicast routing situations directly. 

As discussed above, there are a number of challenges to address in multicast routing for 
service-oriented applications. Our work differs from the existing works as follows. Firstly, we 

propose the neighbor gradient definition, which can be used for static multicast routing as well 

as dynamic multicast routing. Secondly, since our multicast routing algorithms consider 
different critical factors simultaneously, they can be applied for various service-oriented 

applications. Thirdly, as we will see in the experimental part, our algorithms have a much 

better performance compared with existing solutions. 

3. Neighbor Gradient-based Multicast Routing 

In this section, we propose two multicast routing algorithms, which are neighbor 

Gradient-based Multicast Routing for Static group membership (GMR-S) and neighbor 

Gradient-based Multicast Routing for Dynamic group membership (GMR-D).  GMR-S is 

suitable for static membership situation, while GMR-D can be used for the dynamic 
membership network environment. Both GMR-S and GMR-D are distributed multicast 

routing algorithms, which can be executed in different nodes of the flow network.  
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The idea is inspired by the field theory and steepest gradient search from the physical area. 
Our method focuses on selecting the steepest neighbor gradient path from source to each 
destination, which means packets are forwarded towards the direction of maximum positive 

force in the network potential field. More specifically, the forwarding progress can meet 

various types of demands for service-oriented applications effectively, and minimize the 

whole network potential energy reduction. 

Our proposed solution has the following functionalities: 

1) Maximize the reuse gain of the existing tree structure when discovering the routing path 

from the source to a new destination. 

2) Control the overload of those hot links which may be shared by the paths from the 
source to many destinations. 

3) Find a shorter path to meet the delay or hop requirements for each destination. 

Before explaining our algorithms in detail, some important definitions are given. 

3.1 Definitions 

Definition 1. Flow Network. A flow network is described as a directed graph ( , , , )F V E S D , 

where V is the node set, and E  is the set of directed edges, S V is source set and 

{ }D V S   is destination set. The information flow streams from a source node s S to all of 

the destinations d D .  

Flow networks widely exist in the real-world networks. For example, Internet is one of the 
most universal flow networks. Besides, from Definition 1, we know that it is possible to have 
multiple sources and destinations in a flow network. For the convenience of discussion, we 

only consider the situation of one source and multiple destinations in this paper. Specially, we 

use ( , , , )F V E s D  to stand for the flow network when there is the single source. In the rest of 

this paper, we only consider the situation of the flow network with a single source. However, it 

is easy to extend our proposed methods to multiple sources and multiple destinations situation.  

Definition 2. Multicast Tree. Given a flow network ( , , , )F V E s D , a multicast tree 

( , , , )T TT V E s D  ( TV V ， TE E ) is a special tree, which is rooted at s  and reaches each 

destination d D . 

Different from the gradient definitions proposed in [21] and [22] for unicast routing, we 
consider the ability of sharing path, residual link capacity and normalized hop count 

simultaneously when constructing the multicast tree. That is because there are critical factors 

for the high quality of multicast routing in most of the service-oriented applications. The 

neighbor gradient is defined as follows [23]: 

Definition 3. Neighbor Gradient.  Given a flow network ( , , , )F V E s D , for the source node s  

and the specified destination node d D , the neighbor gradient between any pair of neighbor 

nodes ,u v V  for destination d  at time t  is defined as follows: 

   ,( , ) ,( ) ( ) ( )u v s d v u v v dG t t l t h                                                 (1) 

where ( )v t , which is further described in Equation (2), measures the ability of neighbor 

node v  for forwarding the upcoming packets from its upstream node u  in multicast tree T ,  

share the existing paths in multicast tree ( )u vl t  represents the residual capacity of the link 

( , )e u v  at time t , ,v dh denotes the normalized total hop counts from node v  to destination d , 
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and  ,   and   are the weight values for each respective term in Equation (1) ( 0 , , 1    , 

1     ). 

th

0,  if   at time 
( )

1/ ,  if  at time  and the current node  is the i  nearest destination from   
v

v T t
t

i v T t d s



 


    (2) 

As we mentioned, ( )v t  measures the ability of the neighbor node v  for forwarding the 

upcoming packets from its upstream node u  in multicast tree T . This is accomplished by 

assigning an appropriate value to ( )v t  through considering whether the neighbor node v  has 

already been in the multicast tree T  or not. In detail, on the one hand, if node v  is not included 

in the multicast tree, i.e., v T , we set ( ) 0v t  .  That is because when the current neighbor 

node v  is not contained in the current multicast tree, the routing path of destination d  can not 

share more existing routing paths, which are already in the multicast tree T , by selecting 

current neighbor node v  as the next hop. On the other hand, if the current neighbor node v  is 

on the multicast tree T , i.e., v T , it is apt to be selected as the next hop when discovering the 

routing path for destination d . Moreover, the value of ( )v t  should consider the distance of 

between source s  and the current destination d . In other words, the importance of sharing the 

existing paths in the multicast tree should be weakened when the current destination is far 
from the source. That is because the destinations, which have longer distance from the source 

node, will have larger delay. In this case, if we still focus too much on sharing the existing 

routing path of the multicast tree T , it will make such destinations, which have longer distance 
from the source, have even longer routing path and even larger delay. Hence, we should 

distinguish the destinations, which have shorter routing paths, from the other destinations, 

which have longer routing paths, when consider the value of ( )v t . Therefore, we set ( )v t to 

1/ i  but not to 1 (See Equation (2)), where i  is the distance order from source s  to the current 

destination d .  The experiment part demonstrates that this function works very well on 

balancing the length of routing paths and the width of the multicast tree. 

The second term ( )u vl t  in Equation (1) is the residual link capacity of link ( , )e u v  at time 

t . The residual link capacity will be updated if it is beyond a certain threshold during the 

routing process. For instance, if the residual link capacity exceeds the threshold, the new 

residual link capacity ( 1)u vl t   will be recomputed and sent to the related nodes. Then the 

neighbor gradient will be calculated again based on the new residual link capacity. 

The last term , iv dh  in Equation (1) is the normalized hop count between current neighbor 

node v  and the destination d . The normalized hop count, which is defined in Equation (3), 

indicates the relative distance between the neighbor node v  and the specified destination d . It 

can be calculated at the network initialization phase and will not change again unless the 

network topology is restructured.   

, 1/ ( , )v dh H v d  (routing path: ... ...s v d    )                         (3) 

Generally, for any node u V  and one of its neighbor node v V  in flow network 

( , , , )F V E s D , the higher ability of node v  for making the current routing path, which starts 

from source s  and ends at destination d , share more existing paths in current multicast tree T , 

the larger residual capacity in link ( , )e u v , and the shorter normalized hop counts from current 

neighbor node v  to the specified destination d  will lead to the larger value of ,( , ) ( )u v s dG t . 

This indicates that, from the point of node u , the current neighbor node v  should be chosen as 

the next hop with a higher priority than other neighbor nodes of node w . 
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The calculation of neighbor gradient value of each link for a specified destination will be 
accomplished during the routing process. In order to further explain the definition of neighbor 
gradient, an illustrative example for the neighbor gradient search process is given in Fig. 1.  In 

this example, given a flow network F  with 10 nodes, the source node 1s   and the 

destination set {4,9,10,11}D  , we illustrate the neighbor gradient search process for 

destination nodes 4, 9, 10, 11 in Fig. 1-(a), Fig. 1-(b), Fig. 1-(c) and Fig. 1-(d) respectively. 

The directed dash red lines in each subfigure illustrate the process of discovering routing path, 
and the directed solid blue lines denote the discovered routing paths, which are a part of 

multicast tree. The discovery routing path for each destination starts from the source node. The 

destinations are added to the multicast tree orderly according to the distance between the 

source and the specified destination.  As we discussed before, the destinations, which have a 
shorter distance from the source, will be added to the multicast tree prior to destinations, which 

have a longer distance from the source.  

Hence, among all of the destinations, i.e., nodes 4, 9, 10, 11, the closest destination node 4 
will be added to the multicast tree first. The process of discovering the routing path for 

destination 4 is illustrated in Fig. 1-(a).  Aiming at destination 4, we start at the source node 1. 
Initially, we choose the neighbor node 2, which has the highest neighbor gradient among all of 

the neighbor nodes of source node 1, as the next hop of source 1. Subsequently, we check the 

neighbors of node 2 and choose the neighbor node 4, which has the highest neighbor gradient 
among all of the neighbors of node 2, as the next hop of node 2. Since the current node 4 is 

already our destination, it means that we have already successfully discovered the routing path 

1 2 4   for destination 4. The routing path discovery processes for destinations 9, 10 and 11 

are very similar to the process of discovering the routing path for destination 4, and illustrated 

in Fig. 1-(b), Fig. 1-(c) and Fig. 1-(d) respectively. The only difference between the processes 
of discovering routing paths for destinations 4, 9 and the processes of discovering routing 

paths for destinations 10, 11 is that, the routing paths of destinations 10 and 11 can effectively 

share the existing paths of the multicast tree, while the routing paths of destinations 4 and 9 

have no existing paths to be reused during the discovering routing paths processes. After the 
routing paths for all of the destinations being discovered, the final multicast tree, which is 

exhibited in directed solid blue line in Fig. 1-(d), is created.  
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(a) Routing path discovery for destination 4         (b) Routing path discovery for destination 9 
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(c) Routing path discovery for destination 10       (d) Routing path discovery for destination 11 

Fig. 1. The neighbor gradient search process for different destinations  

In Fig. 2, we depict a 3-dimensional illustration of the neighbor gradient search process 

starting from source 1 to destinations 4, 9, 10 and 11.  These figures show how different paths 

are taken for corresponding destinations during the neighbor gradient search process. 
 

          
           (a) Adding destination 4 to multicast tree      (b) Adding destination 9 to multicast tree 

          
  (c) Adding destination 10 to multicast tree     (d) Adding destination 11 to multicast tree 

 Fig. 2. Potential field illustration for neighbor gradient search 

3.2 Static Multicast Membership 

In static multicast membership situation, the multicast destinations are not changed during the 
whole multicast session. The neighbor Gradient-based Multicast Routing for Static group 

memberships (GMR-S) is given in Fig. 4. Since GMR-S is based on message transfer, we 

introduce two important types of messages used in GMR-S before discussing our algorithm 
further. 
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Discovery message ( Dis_msg ): Discovery messages are used to discovery the routing path for 

each destination. The important routing information, such as the number of current hop counts 

and traversed nodes, are recorded in Dis_msg . Source node s  initializes and sends the 

discovery message to its neighbor, which has the highest neighbor gradient among all of the 

neighbors. Then the discovery message will be forwarded towards the direction of the steepest 
neighbor gradient, which is described in Section (4.1), until the specified destination has been 

found or the maximum hop count has been reached. 

Feedback message ( Fdb_msg ): Feedback messages are used to notify the related nodes to 

generate the correct multicast tree. After the routing path of the specified destination has been 

discovered, the destination transforms the discovery message to feedback message. The 

feedback message will be forwarded to source s  along the discovered routing path, which is 

recorded in Fdb_msg . Consequently, the nodes, which are in the routing path, can grow the 

multicast tree further. 

Even though discovery message and feedback message have different functions, these two 
types of messages share the similar data structures. The main components of data structure 

include five fields: (1) Message type (MT). MT field indicates the type of this message belongs 

to Dis_msg  or Fdb_msg . (2) Source and Destination (SD). SD field records the source and the 

destination of current routing process. (3) Visited Node List (VNL). VNL field records the 

nodes, which have been visited during the process of discovering the current routing path. (4) 
Current Path Length (CPL). CPL field records the length of the current discovered routing 

path. (5) Maximum Path Length (MPL). MPL records the threshold of the maximum hop count 

that the message is allowed. 

As described in Fig. 4, the process of GMR-S can be divided into two stages. The main task 
of the first stage is initialization, which includes steps (1) ~ (7) in Fig. 4. In the network 
initialization process, Floyd-Warshall algorithm [24] is used to compute the distance between 

the current node u  and the specified destination d . Then we compute the ,v dh  according to 

Equation (3).  The time complexity of the network initialization process is 3(| | )O V .  Since this 

process can be finished off-line, the computation cost of the initialization process does not 

affect the efficiency of GMR-S.  After steps (2) ~ (7), the source node s  has already kept all of 

the static destinations into its destination list DL according to the ascending order of the 

distance between source s  and the specified destination d .    

The main task of the second stage is to discover the routing paths from the source s  to  all 

destinations. This stage includes steps (8) ~ (38) in Fig. 4. Firstly, as shown in steps (9) ~ (11), 

source s  fetches the closest destination from the current destination list DL and sends the 

discovery message Dis_msg  to its neighbor, which has the highest neighbor gradient among 

all of its neighbors. Then, the Dis_msg  message will be forwarded further from node to node 

towards the direction of steepest neighbor gradient. The forwarding process is demonstrated 

from step (13) to step (15). When a node u  receives the Dis_msg  message from its neighbor, 

u  will select the node with the highest neighbor gradient to forward the Dis_msg  message. 

During the forwarding process, all of the visited nodes will be recorded in .Dis_msgVNL  as the 

possible routing path for the current destination, and the field .Dis_msg CPL will also be 

updated by the forwarding node. As described above, the message transmission process will 

perform hop-by-hop until the Dis_msg  message has reached the specified destination d . In 

order to discover an effective routing path, two types of loops need to be eliminated carefully.   
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The first type of loop is current routing path loop (see Fig. 3-(a)). This type of loop is 

generated when the nodes, which are already visited are stored in .Dis_msgVNL , are visited 

again. As described in steps (16) ~ (20), to eliminate this type of loop, we only need to 

backtrack the current discovery message Dis_msg  to the previous hop and choose the second 

highest gradient neighbor node as the next hop. Then we update the related fields such as VNL 

and CPL in Dis_msg . Fig. 3-(a) illustrates an example of the current routing path loop and the 

mechanism about how to eliminate this type of loop. Assume discovery message Dis_msg  is 

forwarded to node 5 at time t. Therefore, the current routing path stored in .Dis_msgVNL  is 

1 2 4 5   . Then, node 5 forwards the discovery message Dis_msg  to node 2, because 

node 2 has the highest gradient among all of the next hop neighbors of node 5.  Since node 2 

has already been recorded in the current routing path, the current routing path loop is formed. 

In this case, the discovery message Dis_msg  trackbacks to node 5. Subsequently, node 5 

selects the second highest gradient neighbor to forward the discovery message Dis_msg . At 

this moment, the new routing path is 1 2 4 5 9     instead of  1 2 4 5 2    . 

Hence, the final routing path for destination 10 will be 1 2 4 5 9 10     . 
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(a) Eliminating the first type of loop                               (b) Eliminating the second type of loop 

Fig. 3. The types of loops and elimination techniques 

The second type of loop is existing routing path loop (see Fig. 3-(b)). This type of loop is 

formed when the nodes, which have already existed in the current multicast tree T , are 

traversed again. Assume the current node v , which has already been in the multicast tree, is 

visited again. In order to eliminate the second type of loop, as described in steps (21) ~ (24), 

node v  only need to clean the discovered routing path in .Dis_msgVNL . Then node v  
continues to forward discovery message .Dis_msgVNL  to its next hop. Since our algorithm is 

de-centralized, the multicast tree is preserved in each node separately. In other words, this 
operation will not miss the feedback message coming from the destination. Moreover, this 

operation can further reduce the total links of the multicast tree and improve the routing 

efficiency. As we will see in the experiment part, for the excellent definition of the neighbor 
gradient and the specific techniques used to eliminate different types of loops, the final 

multicast tree improves the routing efficiency significantly. An example about how to break 

the second type of loop is illustrated in Fig. 3-(b).  Suppose the discovery message Dis_msg  

has arrived at node 7 when discovering routing path for the destination node 12. Obviously, 

the current routing path is 1 3 7  . Then node 7 will continue to forward the discovery 

message Dis_msg  to node 11 since node 11 has the highest neighbor gradient. At this moment, 

we get the second type of loop, because node 11 has already existed in the discovered 
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multicast tree T . In this situation, node 11 clears the original routing path 1 3 7 11    and 

forwards discovery message Dis_msg  to the next hop. At last, we will get the routing path 

1 6 11 12    for destination 12.  

Besides, in order to further improve the quality of the routing path for each destination, at 

steps (25) ~ (29), we set a minimal neighbor gradient threshold 
TG  to filter the nodes whose 

neighbor gradient is less than the threshold. Steps (30) ~ (32) show that the discovery process 

also has a path length limitation. In other words, once the length of the current routing path 
exceeds the maximum path length threshold (MPL), the route discovery will terminate. Finally, 

as described from steps (33) ~ (36), if the discovery message Dis_msg  reaches the specified 

destination within .Dis_msg MPL  hop counts, the destination node transfers the discovery 

message Dis_msg  into a feedback message Fdb_msg  and sends it back to the source s  along 

the just discovered routing path. Otherwise, the routing path discovery for this destination fails. 

The above neighbor gradient search process for a specified destination repeated many times, 
until all of the destinations are added into the multicast tree. 

The neighbor gradient based multicast routing pseudo code is shown in Fig. 4. 
 

Algorithm 1 Neighbor Gradient-based Multicast Routing for Static Multicast 

Membership  

Input:  Flow network ( , , , )F V E s D ;  

             Maximum path length threshold (MPL);  

             Minimum neighbor gradient threshold TG  

Output: Multicast tree T  

      1: Network_Initialization ( ( , , , )F V E s D ); 

      2: T s ; 

      3: for source s 

      4:     for each d D  

5:         Store d  in DL  according to ascending order of the distance between s  and d ; 

      6:     end for 

      7: end for 

      8: while DL   

      9:      Fetch d  from the head of DL ; 

      10:    Initialize Dis_msg ; 

      11:    Select the steepest s uG   to forward Dis_msg ; 

12:    for  node u V  

13:        u V  receives Dis_msg ; 

14:       u selects the steepest u vG   
( v V  is the neighbor node of u ) to forward 

Dis_msg ; 

15:         u  updates fields VNL  and CPL  in Dis_msg ; 

16:          if v  is already inVNL  then  

17:              v  backtracks one hop to node u ; 

18:            u  forward Dis_msg  to the second steepest u wG   
( w V  is the neighbor 

node of u ); 

      19:              u  updates fields VNL  and CPL  in Dis_msg ; 

      20:          end if 

21:          if v  is already in T  then  

22:              Clear field VNL  in Dis_msg ; 
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      23:              Update VNL  with the routing path from s  to v  in T ; 

      24:         end if 

25:         if 
u v TG G   

      26:             Dis_msg trackbacks one hop to node x ( x V  is the latest node recorded 

in VNL ); 

27:         x  forward Dis_msg  to the second steepest 
x yG   

( y V  is the neighbor 

node of x ); 

      28:             x  updates fields VNL  and CPL  in Dis_msg ; 

29:         end if 

30:         if . .Dis_msg CPL Dis_msg MPL
 
then  

31:             Route discovery fails; 

32:         end if 

      33:         if Dis_msg  successful arrives at d  then 

      34:              Turn Dis_msg  as Fdb_msg  and send it back to s  along the  

                          discovered routing path in VNL ; 

      35:              T T VNL  ; 

36:         end if 

37:     end for 

      38: end while 

39: return T  

Fig. 4. The de-centralized pseudo code for GMR-S 

3.3 Dynamic Multicast Membership 

In many real networks, a multicast group may allow new members to join, or old members to 

leave freely. In this situation, the multicast tree should be reconstructed dynamically according 

to the changes of the multicast membership during the whole session time. In this section, we 

introduce our neighbor Gradient-based Multicast Routing for Dynamic group membership 

(GMR-D) in detail. In order to explain clearly, given a flow network ( , , , )F V E s D and its 

corresponding multicast tree T , we distinguish 4 different types of nodes in the network as 

follows:  

Leaf node: For Tv V  , if v  has no child, v  is called a leaf node. 

Branch node: For Tv V  , if v  has more than two children, v  is called a branch node. 

Steiner node: For Tv V  , if v D , where D  is the destination set,  v  is called a steiner 

node. 

Non-tree node: For v V  , if Tv V , v  is called a non-tree node. 

When a node wants to join the multicast group, it sends a request message to the source. On 
the one hand, if the node is a steiner node, it can join the multicast tree directly since it has 

already been in the multicast tree. Subsequently, the new destination sends a feedback 

message to the upstream nodes, which will finally arrive at the source node. All the nodes, 
which the feedback message passes through, will be notified that the new destination has been 

added to the multicast tree. In this case, the new joined node will change its tag, and mark as a 

destination node. On the other hand, if a non-tree node wants to join the multicast group, it first 
sends a request message to the source. Then, the source sends a discovery message aiming at 

this non-tree node based on the highest neighbor gradient principle. This joining process will 

be similar with GMR-S for adding a new destination to the multicast tree.  As described in 
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Definition 3, the nodes, which have already been in the multicast tree, are easier to get the 

higher neighbor gradient. Therefore, the new routing path will have a higher chance to share 
more links in the multicast tree. The process of a node joining a multicast group is described in 

Fig. 5. 
Algorithm 2 New Destination Joining Process 

Input: Flow network ( , , , )F V E s D ; Multicast tree T  

Output: New multicast tree 
newT   

      1: for the joining node v  

2:     if 
Tv V v D    then 

3:         Mark v  as a destination node; 

      4:         Send the feedback message Fdb_msg  along the upstream nodes to source; 

 5:         
newT T ; 

6:     end if 

7:     if 
Tv V then 

8:        Call GMR-S for adding the new destination v into the multicast tree T and 

generate the new multicast tree newT ; 

9:     end if 

10: end for 

11: return newT  

Fig. 5. New destination joining process for GMR-D 

When a destination wants to leave the multicast group, GMR-D takes different actions for the 

different types of nodes. If the destination is a leaf node, it first sends a leave message to the 
upstream nodes in the multicast tree. Then, this leave message is forwarded until it reaches a 

branch node of the multicast tree. All the nodes, which have received the leave message, 

release the connection for this destination. Consequently, the related nodes and links are 

deleted from the multicast tree. If the leaving destination is not a leaf node, it only needs to 
mark itself as a steiner node and continue to perform the forwarding function. The process of a 

node leaving the multicast group is described in Fig. 6. 
 

Algorithm 3 Destination Leaving Process 

Input:  Flow network ( , , , )F V E s D ; Multicast tree T  

Output: New multicast tree newT  

1: for the leaving current node v  

      2:     if v  is a leaf node then 

3:       v  sends a leave message to the upstream nodes; 

4:         for node ( )u V T   

5:             if u  has receives the leave message then 

6:                 { }newT T u  ; 

      7:             end if 

      8:         end for 

 9:         { }newT T v  ; 

     10:    end if 

     11:    if v  is not a leaf node then 

     12:         Mark v as a steiner node; 

13:           newT T ; 

14:    end if 



2244                 Wang et al.: Neighbor Gradient-based Multicast Routing for Service-Oriented Applications 

     15: end for 

     16: return
newT  

Fig. 6. Destination leaving process for GMR-D 

When members join or leave a multicast session frequently, the neighbor gradient value 

between two nodes in the flow network may changes dramatically due to the network states 

alteration. In detail, there are several reasons for the changes of the neighbor gradient: (1) The 
neighbor nodes joins/leaves the multicast group. (2) The link load of some links changes. (3) 

Destination set changes dynamically. The simple but effective strategy for resolving the 

neighbor gradient dynamically changing problem is to calculate the neighbor gradient 
periodically. After each specified unit of time, the new multicast tree is pre-built and 

constructed by the newly discovery route. So the multicast tree can be optimized based on the 

newest neighbor gradient value. In order to avoid losing data during the process of building the 

new multicast tree, the data flow will be delivered through the old tree until the new multicast 
tree is established.  

4. Experimental Results 

In this section, we test the performance of our proposed algorithms. Our algorithms are 

implemented in C++ and simulated in multicast routing simulator MCRSIM [25]. We 

compare GMR-S with two classical multicast algorithms, namely SPT [3] and Jia [7] in the 
static multicast membership situation. And we also compare GMR-D with WAVE [11] and 

GMR-S in the dynamic multicast membership situation. WAVE is a source-specific dynamic 

algorithm which can meet multiple QoS constraints, such as delay and cost simultaneously. 
Each group of the experiment is repeated 10 times and the average is reported. 

Network Topology We use Salama network model [26], which is an improved version of 
Waxman model [27], to generate network topology. In Salama network generation model, the 

probability of any pair of nodes (u,v) to be linked is: 

   
( , )

( , ) exp
| |

e

ke d u v
P u v a

V bL


                                                 (4) 

where | |V  is the total number of nodes in the network, ( , )eP u v  is the probability of a 

directed link from node u  to node v , ( , )d u v
 
is the Euclidean distance, which is measure by 

hop count, between node u  and node v , b ( 0 1b  ) is used to control the number of 

connections, a ( 0 1a  ) control the degree of each node, k  is a constant value and e  is the 

average node degree of the network. In our experiments, the network topology parameters 

0.4a  , 0.26b   and 4e  , 8e   are used. Fig. 7-(a), Fig. 7-(b), Fig. 7-(c) and Fig. 7-(d) 

illustrate three different size of topological networks with different average node degrees used 
in this simulation. We note that similar network topologies are also used in many other works 

[7]. 

                  

(a) | | 60,  4V e                        (b) | | 100,  4V e                     (c) | | 200,  4V e   
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(d) | | 60,  8V e                         (e) | | 100,  8V e                       (f) | | 200,  8V e   

Fig. 7. Network topology used for simulation 

As shown in Table 1, two types of flows, which are data flow and multimedia flow, are 

used in this simulation. Similar to [22], we set 0.2, 0.4, 0.4      for the data flow and 

0.2, 0.2, 0.6     for the multimedia flow. 

Table 1. Parameter setting 

 Algorithm 

parameters
 

Flow parameters
 

      Duration(Second)
 

Payload(kbps)
 

Data 0.2 0.4 0.4 2-8 20-60 

Multimedia 0.2 0.2 0.6 20-80 54-74 

 

Evaluation Metrics: We consider the performance of the compared algorithms in terms of 
request blocking probability, average hop count and multicast tree cost. 

1. Request Blocking Probability. The request blocking probability is defined as follows: 

         
req ack

B

req

N N
P

N


                                                          (5)  

where ackN
 
is the number of successful routing requests, and reqN  is the total number of 

routing requests. 

2. Average Hop Count. It is defined as the average hop count from source s  to each 

destination d D . 

3. Multicast Tree Cost. The network cost of a multicast tree is defined as the sum of the cost 
of all links in the tree. 

( , )

( ) ( , )
e u v T

C T c u v
 

                                                       (6) 

where ( , )c u v  is the cost of link ( , )e u v . Multicast tree cost is a measure of the utilization of the 

network’s resources. For simplicity, we assign the cost of each link is equal to 1 units in our 
simulation. Hence, the cost of a multicast tree in the network is the number of links in the 

multicast tree. 

4.1 Performance Comparison for Static Multicast Membership 

The comparison between GMR-S, SPT and Jia is based on the network topologies presented in 

Fig. 7-(a), Fig. 7-(b), Fig. 7-(c) and Fig. 7-(d). Concretely, the sizes of networks are 60, 100, 

200 nodes, and the average node degrees are 4 and 8 respectively. The detailed information 
about the data flow and multimedia flow are presented in Table 1. Moreover, the link capacity 

is set to 100Mbps for each edge. The group size is varied from 5% to 30% of the total nodes in 
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the network. Besides, the request frequency is 100 requests per seconds. The source and 

destinations are selected randomly.  

Fig. 8 exhibits the performance comparison between three algorithms in different size of 

networks and different type of flows. Since the multicast tree cost and average hop count of 
SPT and Jia do not affected by the type of flows, not surprisingly, when we discuss the 

multicast tree cost and average hop count, there is only one curve for both SPT and Jia.  

However, when we compare the request blocking probability, different compared algorithms 
will have different performance in different types of flows. 

Fig. 8-(a), Fig. 8-(d) and Fig. 8-(g) illustrate the request blocking probability between 
three algorithms in different network topologies whose average node degree is 4. We can see 

that GMR-S has the lowest request blocking probability among all of the compared algorithms 

in both data flow and multimedia flow. This means GMR-S can establish more multicast 
sessions than the other two compared algorithms in the similar network situations. That is 

because GMR-S considers the current load of each link when discovering the route, while SPT 

and Jia only consider the number of hop count but not the load of each link in the route when 
discover the routes. From the further observation of Fig. 8-(a), Fig. 8-(d) and Fig. 8-(g), we 

also know that the request blocking probability of the three algorithms gets lower as the size of 

the network topologies gets larger. Moreover, the advantage of GMR-S is more apparently 

than SPT and Jia. This further demonstrates GMR-S is able to utilize the spare capacity of the 
links much more efficiently than the other two algorithms during the route discovery process. 

Another observation is that, for all of the compared algorithms, the request blocking 

probability in the data flow is a little higher than the multimedia flow. Furthermore, this gap 
reduces as the size of the network increases.  

Fig. 8-(b), Fig. 8-(e) and Fig. 8-(h) illustrate the average hop count of different algorithms 
in different networks. We can see that the average hop count of Jia is the largest in most of the 

cases, because it does not consider the path length when there is no hop bound. Since SPT 

calculates the shortest path for each source and destination pair, it achieves the smallest 
average hop count. We notice that GMR-S also gains the competitive average hop count in 

both data flow and multimedia flow. That is because GMR-S benefits from the consideration 

of the hop count for computing the neighbor gradient during each step of the route discovery 
process. Besides, the appropriate hop count threshold also limits GMR-S generating the long 

routes. 

Fig. 8-(c), Fig. 8-(f) and Fig. 8-(i) illustrate multicast tree cost of different algorithms in 
different networks. Since Jia devised the objective, which is only to optimize the network cost, 

it performs the best on the multicast tree cost among all of the compared algorithms. There is a 
necessary tradeoff between the request blocking probability and the multicast tree cost for 

GMR-S. Though GMR-S has the relative higher multicast tree cost than Jia, it still achieves 

the acceptable multicast tree cost. That is because the higher priority is given to the links, 
which are already in the multicast tree, during the route discovery process. This leads to more 

links being shared in the multicast tree. We also notice that the multicast tree cost of GMR-S in 

multimedia flow is smaller than in data flow. The similar phenomenon is also observed in 

average hop count. That is because the higher weight of the hop count is provided when 
calculating the neighbor gradient in multimedia flow than in data flow. Consequently, shorter 

paths are selected during the route discovery process in multimedia flow than data flow. 

Despite SPT is easy to get the shortest path for each pair of source and destination, its average 
multicast tree cost does not have too much advantage than other compared algorithms. That is 

because SPT only focuses on the shortest path for each pair of source and destination but never 

considers sharing links of the multicast tree. 
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(a) Request blocking probability           (b) Average hop count                (c) Multicast tree cost 
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(d) Request blocking probability           (e) Average hop count                (f) Multicast tree cost 
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(g) Request blocking probability           (h) Average hop count                (i) Multicast tree cost 

 ( | | 200V  )                                          ( | | 200V  )                              ( | | 200V  ) 

 Fig. 8.  Performance comparison between GMR-S, SPT and Jia ( 4e  ) 

When the average node degree of the network is 8, the results of the compared algorithms 

in different size of networks are shown in Fig. 9. From Fig. 9-(a), Fig. 9-(d) and Fig. 9-(g), we 

know that, once again, GMR-S outperforms SPT and Jia in the most of cases. Especially, when 
the group size becomes larger, the advantage of GMR-S is more apparently. Compared with 

the same size of networks whose average node degree is 4, the request blocking probability of 

all compared algorithms turns down in networks with the average node degree of 8. That is 

because the connection probability between any two nodes in the network gets larger as the 
average node degree increases. Therefore, the probability of successfully constructing 

multicast trees gets larger when the average node degree is higher. 

From Fig. 9-(b), Fig. 9-(e) and Fig. 9-(h), we know that the average hop count of GMR-S 
is better than Jia. That is because GMR-S benefits more from the denser network topologies 
when discovering the routes. Fig. 9-(c), Fig. 9-(f) and Fig. 9-(i) give the multicast tree cost of 

the compared algorithms in networks with average node degree of 8. On the one hand, despite 
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the multicast tree cost of GMR-S is not as low as Jia, it locates in the very acceptable range. 

More importantly, the multicast tree cost can be decreased if we give a higher weight to the 
first attribute of the neighbor gradient during the route discovery process. On the other hand, 

both SPT and Jia achieve relative low multicast tree cost, but it cannot be adaptive to different 

types of flows according to different traffic characteristics. 

By considering different types of network resources simultaneously, GMR-S can support 
diverse types of flow more effectively. Moreover, when more multicast trees are constructed 
in the network, some links may easily be congested. In this case, GMR-S can adjust the 

discovery route to dynamic network and avoid parts of the network that is highly congested, 

while SPT and Jia only consider single factor when constructing the multicast tree and cannot 
be fit for the different requirements of the service-oriented applications. 
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4.2 Efficiency for Dynamic Multicast Membership 

For a dynamic multicast routing, one of the most important considerations is the tolerance of 
disturbances caused by frequently group member addition or deletion. For example, in many 

multimedia services and real-time applications, the frequently changed multicast tree will lead 

to losing the packets, which arise in flight of the multicast tree. In this case, most of multicast 

routing algorithms keep the multicast tree unchangeable during the lifetime of the members in 
the group. Therefore, we use Average Tree Change (ATC), which is also used in [6], to 

measure the performance of multicast routing for the tolerance of the dynamic changes in the 

group. ATC is defined as follows: 
1

1 1

1

| ( ( ) ( )) ( ( ) ( )) |

1

q
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                                     (7)
 

where q  denotes the sequence of requests during the unit time, ( )iE T  denotes the edges of the 

multicast tree at time t . The lower ATC of the compared algorithm means the higher ability 

for this algorithm to accommodate changes in the group without excessively modifying the 
multicast tree. 

At the same time, we use the function ( )JP m , which is introduced by Waxman [27], to 

generate joining or leaving requests as follows:  

( )
( )

( ) (1 )
J

n m
P m

n m m
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 
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                                                              (8)

 

where n  represents the total number of nodes in the network, m  is the current number of 

receivers in the multicast tree, and  is a constant between (0,1). In order to determine the next 

modification is member joining or leaving process, we generate a random number r  ranging 

from 0 to 1 each time. If ( )Jr P m , the modification is leaving and randomly one of the 

destinations will leave the multicast group. Otherwise, the modification is joining and a node 

is randomly selected as a new destination.  
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Fig. 10. ATC Comparison among GMR-S, GMR-D and WAVE ( | | 200,  4V e  ) 

In order to test the efficiency of GMR-D, we compare GMR-D with GMR-S and a classical 
dynamic multicast routing algorithm WAVE by metric ATC. In detail, we constantly generate 

50 modifications in each unit time. Then, we use the three algorithms to compute the 

corresponding multicast tree after each modification respectively. Consequently, we compute 
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the ATC by Equation (7). Fig.10-(a) and Fig.10-(b) exhibit the changes of ATC among 

GMR-D, GMR-S and WAVE under different number of modifications. We notice that any 
change of the group members leads to GMR-S re-computing the multicast tree. However, 

GMR-D and WAVE can dynamically update the multicast tree for any dynamic change of the 

members in the group. Not surprisingly, GMR-S has the highest ATC among the three 

algorithms no matter the group size is 10 or 50 in both multimedia flow and data flow. We also 
notice that the ATC value of GMR-D does not be affected by the number of modifications and 

always stays at a low level in both multimedia flow and data flow. This further demonstrates 

that GMR-D can effectively accommodate the continuous and dynamical changes of the group. 
Another observation is that, given the same number of modification, the average ATC of both 

GMR-D and GMR-S in multimedia flow (Fig.10-(a)) is a little lower than in data flow 

(Fig.10-(b)). The reason for this phenomenon is that the multicast tree in the data flow has the 
relative longer path than in multimedia flow. In other words, when a member joins or leaves a 

group, a relative longer branch will be added to or deleted from the multicast tree. We can also 

observe that GMR-D performs better than WAVE in both multimedia flow and data flow. 

Especially, in multimedia flow, the average ATC value of GMR-D is about 20% lower than 
WAVE. That is because, on the one hand, compared to WAVE, GMR-D always tends to 

consider the factors of sharing path, residual link capacity and hop count simultaneously when 

reconstructing the multicast tree. On the other hand, WAVE just considers the cost and delay 
constraints. When there are changes to the multicast tree, GMR-D can optimize the multicast 

routing tree more effectively than WAVE. 

5. Conclusion 

As service-oriented multicast applications become more and more popular, the problem of 

devising a more adaptive and efficient multicast routing to fulfill the requirements of diverse 
traffic is an important issue. In this paper, we define a novel neighbor gradient, in which 

several critical multicast routing factors such as the scale of the multicast tree, link load of the 

network and hop count of the routing path, are considered simultaneously. Then we presented 

two distributed multicast routing algorithms, which are GMR-S and GMR-D. GMR-S can be 
used to generate the multicast tree in the static membership situation, while GMR-D is fit for 

dynamic membership situation. Experimental results show that our algorithm outperforms 

SPT and Jia algorithm in terms of request blocking probability with a relative low multicast 
tree cost and average hop count. Compared to SPT and Jia, our proposed algorithms are more 

adaptive to different types of flows. Further experiments demonstrate GMR-D can effectively 

improve the robustness of existing multicast solutions in the situation of dynamic multicast 
membership.  
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