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Video De-noising Using Adaptive Temporal and Spatial Filter Based
on Mean Square Error Estimation
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Abstract

In this paper, an adaptive temporal and spatial filter (ATSF) based on mean square error (MSE) estimation is proposed. ATSF is a
block based de-noising algorithm. Each noisy block is selectively filtered by a temporal filter or a spatial filter. Multi-hypothesis
motion compensated filter (MHMCF) and bilateral filter are chosen as the temporal filter and the spatial filter, respectively. Although
there is no original video, we mathematically derivate a formular to estimate the real MSE between a block de-noised by MHMCF
and its original block and a linear model is proposed to estimate the real MSE between a block de-noised by bilateral filter and its
original block. Finally, each noisy block is processed by the filter with a smaller estimated MSE. Simulation results show that our
proposed algorithm achieves substantial improvements in terms of both visual quality and PSNR as compared with the conventional

de-noising algorithms.
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| . Introduction

Noise is always introduced into video sequences at dif-
ferent video processing steps. Noise in digital video not on-
ly degrades video visual quality but also reduces com-
pression efficiency and influences subsequent processing
tasks such as feature extraction, object detection, prediction
and object tracking. So de-noising techniques are necessary
and important in practical video processing systems.

Generally, de-noising algorithms are classified to three
types: 2-D spatial filters [1]-[6], 1-D temporal filters [7],[8]
and 3-D spatio-temporal filters [9]-[11]. De-noising algo-
rithms can perform in pixel domain and transform domain.
De-noising in transform domain needs a heavy computa-
tion, so de-noising algorithms which perform in pixel do-
main are most widely used.

2-D spatial de-noising algorithms, including 2-D Kalman
filter [1], 2-D Wiener filter [2], wavelet shrinkage [3],
non-local means [4], Bilateral filtering [5],[6], etc, utilize
spatial correlation to suppress noise. 1-D temporal filters
utilize temporal correlation between video frames to re-
move noise. Existing 1-D temporal filters include adaptive
temporal filter based on motion compensation [7],
Multi-hypothesis motion compensated filter (MHMCF) [8]
, etc. 3-D spatio-temporal filters, such as 3-D Kalman filter
[9], spatio-temporal shrinkage [10], spatio-temporal joint
filtering scheme (JNT) [11], etc, exploit both spatial and
temporal correlation to suppress noise by operating data on
3 dimensions.

Bilateral filter [5] is a 2-D nonlinear filter which performs
spatial averaging with relatively slight edge smoothing.
However, bilateral filtering brings detail elimination and
blurring effects. Moreover it can not remove high-frequency
noise well. So the de-noising performance of bilateral filter
is poor when an image has a lot of edges, textures and
details. In MHMCF [8], temporal correlation is exploited

fully. But on the conditions of scene change, occlusion, ob-

jects have big motions, objects come into frame suddenly
and so on, serious blocking effects are involved in the
de-noised results and noise remains because of low temporal
correlation between video frames. In JNT [11], the noisy
video was first filtered by 1-D kalman filter and 2-D wiener
filter respectively and then average the two de-noising re-
sults as the final result. JNT inherits errors from poor
de-noising results of kalman filter and wiener filter.

In this paper, we propose a novel adaptive temporal and
spatial filter (ATSF) which effectively exploits both tempo-
ral and spatial correlation based on mean square error (MSE)
estimation. In the proposed algorithm, MHMCEF is used as
a temporal filter and bilateral filter is used as a spatial filter.
Although there is no original video, we propose a linear
model to estimate the spatial filtering MSE. And an MSE
estimation approach to estimate the temporal filtering MSE
is given in this paper. De-noising of ATSF proceeds block
by block and each noisy block is processed by the filter with
a smaller estimated MSE between a de-noised block and its
original block. By using ATSF, noisy blocks which contain
a lot of details, textures or edges are adaptively filtered by
MHMCF and those which have low temporal correlation be-
tween video frames are adaptively filtered by bilateral filter.
As a result, there are no blocking effects and remained noise
involved in the de-noising results of ATSF. Moreover, edges
and details are preserved well by ATSF.

This paper is organized as following. In section II, re-
lated works are introduced. In section IIl, the proposed
adaptive temporal and spatial filter based on mean square
error estimation is described in detail. The simulation re-
sults and analysis are given in section IV. Finally, con-

clusions are given in section V.

II. Related works

In this paper, our degradation model at location (i,j) in
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kth frame is as following:

where G, is the noisy kth frame, 7, is the noise-free origi-
nal kth frame and o, is the additive white Gaussian noise

term with zero mean and variance o7, .

1. Multihypothesis motion compensated filter

In MHMCF®, a noisy frame is processed block-by-block
by weighted averaging the hypothesis of a noisy block and
the noisy block. Let a noisy NxN block in kth noisy frame
G, be denoted as g,, its original NxN block in kth original
frame F, be denoted as f, and the zero-mean white gaus-
sian noise which contaminates f, be denoted as n,, then

there is:

g =fr.+my @)

The reference frames include the previous de-noised M
frames F,_,,F, ,..,F,_,,, where M is the number of how
many previous de-noised frames is used to make the tem-
poral hypothesis of a noisy block g,. The predictions of
a noisy block are denoted as p,_,,,m=1,...M. The residue

between p,_,, and f, is denoted as r, and the value of

1

r,at position (i,j) is defined as

m

Tm(ihj) :fk(lhj) 7pkfm(i+vi7j+vj) (3)
where m=1,...,M. ;:(v,,vj) is the motion vector between

Py, and g, which is gained by performing block-based

motion estimation. The mean value of r, is denoted as

n

7., and the variance of r  is denoted as o7 .

The de-noised result is given by

M

fk:: E wm'pk'fm+ wo‘)k+ d (4)

m=1

In MHMCEF, the author defines an objective function of
MHMCEF, ¢ ,to be

6=(Jf—fk-)l)Tcov_1(r)(f—ﬁ- 1)
:(f—wa- 1—d « 1)Tcov (r)

(f—wlfs1=d 1)

17 and

where =[=ny _fr— il T f= (it Ny Pr—m

w = [w,_w,,]”. Minimizing ¢ by putting d¢/dw =0 and
d¢/6d =0, the optimal w and d are
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where o7, is the variance of noise n,. w, and w, are the

weights of a noisy block ¢ and its prediction blocks p,_,,
(m=1,...,M), respectively. Then d is a constant which
makes MHMCF be an unbiased estimator.

As MHMCEF is a purely temporal filter, it has a very
good visual quality with an edge and detail preservation
property. Temporal correlation can be fully used by ex-
ploiting several reference frames to make hypothesis for
every noisy block.

However, as MHMCF processes a noisy frame block by
block, blocking effects are involved in the de-noised results
of MHMCF more or less. The more reference frames are
used, the more serious blocking effects will be involved in
de-noised results. Under the conditions of scene change,
occlusion, objects have big motions, objects come into
frame suddenly and so on, serious blocking effects are in-
volved in de-noised results and noise remains. As a re-

cursive de-noising filter, blocking effects, remained noise
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and other errors are transmitted on temporal dimension
recursively. MSE quantifies the difference between a
de-noised block and its origianl block. So de-noised blocks
which contain blocking effects, remained noise and other

errors accompany large MSEs.

2. Bilateral filter

Bilateral filter [5] is a non-linear 2-D spatial filter which
removes noise by weighted averaging noisy pixels in the
local filtering window. Bilateral filter smooths out noise
while edges are preserved well because the weights de-
pends on two values. One is spatial distance between a
noisy pixel and the center noisy pixel in the local filtering
window, which is reflected by the first exponential term.
The other is intensity distance between a noisy pixel and
the center noisy pixel in the local filtering window, which
is reflected by the second exponential term.

In equation (9), a noise corrupted pixel at position (i,5)
in the kth noisy frame G, is defined as G, (i.j) and £,(i,j)
is the de-noised pixel of G, (i.j). The filtering window size
is (2r+1)x(2st+1), G,(p.¢) is a neighboring noisy pixel of
G,(i,5) in the local filtering window.

In equation (10), C is the normalization constant which
makes coefficient summation equals to 1. The parameters
o, and o, control the fall-off of the weights in spatial and
intensity domains, respectively. Given specific application,
design of parameter values are possible. In [4], Buades pro-
poses a non-local means filter, the pixel weights are de-
termined by spatial distances and similarities between
neighboring blocks and the local block. When the block

size reduces to one pixel, the no-local means filter becomes

o UPRHTIRE i) (g )Y
Hij)-— 3 %) exp(— "2~ T
CoSimr oS5 20,

p=itr g=j+s
c= exp(—
p=i—r ¢=j—s 20,

).exp

bilateral filter.

With very good edge preservation property, bilateral filter
has low computation complexity. However, as a spatial fil-
ter, bilateral filtering brings detail elimination and blurring
effects. Moreover high-frequency noise remains in de-noised
results after bilateral filtering. So an image which contains
a lot of details, textures or edges gets a poor de-noised result
by using bilateral filtering. As mentioned earlier, poor
de-noising results accompany large MSEs.

To combine the advantages of MHMCF and bilateral
filter, we propose a novel adaptive temporal and spatial
filter (ATSF) based on mean square error (MSE) estima-
tion, which removes noise effectively and has a novel

good visual quality.

lll. Proposed algorithm

The proposed algorithm, ATSF processes a noisy video
frame by frame and block by block. Each noisy frame is
divided into NxN blocks for MSE estimation and filtering.
ATSF has four main sections: Temporal filtering MSE esti-
mation (MSE between a block de-noised by MHMCF and
its original block), spatial filtering MSE estimation (MSE
between a block de-noised by bilateral filter and its original
block), spatial filtering and temporal filtering. Noise level
is detected for every noisy frame in the homogeneous re-
gion and it is assumed that blocks in a frame have a same
noise variance. For every noisy block, there are two kinds
of filtering options: temporal filtering (MHMCF) and spa-
tial filtering (bilateral filter). Temporal filtering MSE esti-

mation is performed before temporal filtering, estimated

(- \G(pvq)Q;zG(ivj)lz)

T

2
20,

.G(p.q) ¢



H}

528 3)=1A A7A A6E, 20129 1€ (JBE Vol. 17, No. 6, November 2012)

Each MxN block
in a video frame

!

J

Perform motion estimation to make

predictions of current block

|

‘ Bilateral filtering ‘

|

Estimate MSE between MHMCF filtered block and its
original block, estimated MSE is assigned as MSEL

Estimate MSE between bilateral filter filtered block and
its original block, estimated MSE is assigned as MSE2.

MHMCF filtering

‘ Qutput de-noised block. ‘

Output de-noised block is
bilateral filter filtered block.

= =
=
e

J21 1. ATSF 12|15 58
th

Fig. 1. Block diagram of proposed ATSF algorithm

MSE is assigned as MSEL. Spatial filtering MSE estima-
tion is performed after spatial filtering, estimated MSE is
assigned as MSE2. If MSEL is smaller than MSE2, MHMCF
filtering is performed to the current noisy block. If not,
the final de-noising result is the block de-noised by bi-
lateral filter. A block diagram of proposed algorithm is
illustrated in Fig.1. Let ATSF using IHMCF (MHMCF
uses one reference frame) and bilateral filter be presented
by ATSFIR and ATSF using 2HMCF (MHMCF uses two
reference frames) and bilateral filter be presented by

ATSF2R. The four main sections of the proposed algo-

1. Temporal filtering MSE estimation

As discussed in section II-1,

9 = frtmy

N M
fk‘: Z Wy P —m + Wy gl\+ d
m =1
Mean square error between a de-noised block f, and its

original block f, contains two parts as (11). The first term

is the variance part and the second term is the square of

rithm ATSF are as following: bias.
MsE=E | fi=£, 7] i
:E[(,}}*fka(J}*fk)+E(fk7Afk))2] R R R
:E[(]ikffka(fAkffk))z+(E(fk7jk))2+2 * (fkffka(fk*fk)) * E(fkffk)] (H)
:E[(fkffka(fkffk))z]+E[(E(fk7fk))2]

= Var(fszk) + [E(fkffk)]z
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For MHMCEF, the bias part of the MSE is as (12).

M
= E( Elwm'pk*'m +wl]'gk +d7fk)

= E( E Wy Pr—m +wﬂ'gk+ E wm'E(fkripk*m ) 7f/\) (12)
M

:wUE(fk)+ Z wm'E(fk) _E(fk)

— By - B
=0

From the above derivation we know that the bias part
of the MSE between a block de-noised by MHMCF  f,

and its original block f, equals to zero. So the MSE be-
tween a block de-noised by MHMCF f, and its original

block f, equals to Var(f,—f,),i.e,

MSE=H | f,— £, "] = Var (f,— £,) (13

And following derivation shows the approximation of it.

~ M
Var(fkifk) = Var( 2 wm'plcfm +w0'gk+d7fk)
1

m=

M
= V(Z?”( Z wm'(pkfm _fk')+w0'(gk—fk))

m=1

We assume that p,_, —f, (m=1,..,M) and n, are in-
dependent from each other. Combine (6), (7) and (14), then

~ M P P
Var(f,—f,) = Z wfn. Var(p,_,, —fk)+wﬁ< Var(n,,)

m=1
-1

bl
= E Var(p,_,, —f,)" "+ Var(n,) ™"

m=1

As p,_, —f. (m=1,..,M) and n, are independent from

each other,

I/ar(pk*m 7!]‘): Var(pk*m 7fk 7”/«)
= Va'r(pk,,m *fk)+ Va’r('n,k,)

Thus,

MSE=E | f— £, *]

M B St a7
= Z(Var(pk,m—gk_)—Var(nk)) 1+Var(nk_) !

m=1

Let the estimated MSE between a block de-noised by
MHMCF 7§, and its original block f, be presented by MSEl,

then MSEL can be calculated as following:

MSEL = ( ZVJ (Var(p,,_,, —g,)— Var(n,))" '+ Var(n,)" ')~ (18

m=1

where m=1,2...,M

2. Spatial filtering MSE estimation

For spatial filtering MSE estimation, a linear model is
proposed to estimate the MSE between a block de-noised
by bilateral filter and its original block. In the linear model,
there are three variables, »1, 2 and 3. z1 is the noise
variance Var(n,), 2 and 23 are the variance of a noisy
block Var(g,) and the variance of its de-noised block which
is processed by bilateral filter, respectively.

It is reasonable that when noise variance is fixed, the
larger variance difference between a noisy block and its
de-noised block is, the larger MSE between a de-noised
block and its original block there will be.

Table 1. shows correlation coefficients between z2—z3
and the MSE between a block de-noised by bilateral filter
and its original block at different noise variances. From ta-
ble 1, it can be seen that there is a strong linear relation
between z2—23 and the real MSE at different noise
variances. So we propose a linear model to estimate the
MSE as following: (In this paper, noise variance of

zero-mean white Gaussian noise is assumed to be between
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T 1. C}2 T0|= HIO[HA ofM X2-X3 2 2| MSE Alo|2] ARzt A5 (4,680
=5)

Table 1. correlation coefficient between x2-x3 and real MSE at different
noise variances (4680 blocks)

Noise Correlation Noise Correlation
variance coefficient variance coefficient
10 0.825 160 0.890
20 0.877 170 0.894
30 0.896 180 0.907
40 0.901 190 0.918
50 0.908 200 0.914
60 0.909 210 0.906
70 0.908 220 0.896
80 0.905 230 0.890
90 0.902 240 0.886
100 0.918 250 0.884
110 0.907 260 0.887
120 0.892 270 0.886
130 0.883 280 0.881
140 0.880 290 0.879
150 0.881 300 0.877

0 and 300.)
MSE=z"« 3 (19)

where 37=[8, 8, B, B, x"7=[1 21 22 x3].

To train a reliable parameter 3, we got a large amount
of data sets to make a matrix X, whose ith row is the ith
observed z”=[1 21 22 23] and its corresponding real MSE
vector which is denoted by y. Then we used the popular
estimation method "residual sum of squares" to fix the line-
ar regression model. The residual sum-of-square can be

written as:

RSS(B)=(y—X + )" + (y—X + ) (20

which is a quadratic function of the parameter 3.

To find stationary points, we put the first derivative or
gradient of RSS(8) to zero:

XTe (y—X+8)=0 1)

Assuming that X has full rank then X7« X is positive
definite. The following solution can the be obtained :
BT - [(XT- X)fl e X7 J]T

= [2.819 —0.255 0.379 —0.390]

Let the estimated MSE between a block de-noised by bi-
lateral filter and its original block be presented by MSE2.
Then by using the proposed linear model, A/SE2 can be cal-

culated as following:

MSE2=z" « 3=2.819—0.255%z1+0.379¥22—0.39*23 (23

In our experimental study, the values of parameter vector
j are determined by bilateral filter and change very little

when block size changes.

3. Temporal filtering

MHMCF is chosen as the temporal filter of our proposed
algorithm. When MHMCF uses more reference frames, a
better de-noising result produces. The de-noising perform-
ance increment between 1HMCF and 2HMCF is large but
the de-noising performance increment between 2HMCF
and 3HMCF is very limited. Sometimes the de-noising per-
formance of 3HMCF is even worse than that of 2HMCF.
And adding one reference frame will bring a large compu-
tation complexity increment due to motion estimation. So
in this paper, ATSFIR which uses IHMCF and bilateral
filter and ATSF2R which uses 2HMCF and bilateral filter

are introduced.
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4. Spatial filtering

Bilateral filter [5] is chosen as the spatial filter of the
proposed algorithm. Thanks to the contribution of
Multi-resolution Bilateral Filter for Image De-noising [6],
we know that the optimal value of the o, is relatively in-
dependent of the noise variance and the optimal value of
o, of the bilateral filter is linearly proportional to the stand-
ard deviation of the noise. In our experiments, o,=1.8 and
0,=3x0, produced very good results for [5], so we fix the

parameters 0,=1.8 and ¢,=3x¢, in this paper.

IV. Simulation Results

In our experiments, we used 3 different video sequences:
"Football", "Foreman" and "Mobile". We added zero-mean

white Gaussian noise with the variance o2 (0)=65, 130 and

260 to the luminance component of each video and proc-
essed the sequences with different filters: JNT [11],
MHMCEF [8], Bilateral filter [5], proposed ATSFIR and
ATSF2R. In JNT, IHMCF, 2HMCF, ATSFIR and
ATSF2R, block size 16x16 is used for motion estimation
and motion compensation, search window size is 48x48.
For spatial filtering, 5x5 window size is used for bilateral
filter and the wiener filter of JNT.

1. Average PSNR comparison

From Table 2, it can be seen that ATSFIR and ATSF2R
could effectively suppress noise. PSNR of ATSFIR is up
to 1.5dB better than that of IHMCF. PSNR of ATSF2R
is up to 0.86dB better than that of 2HMCF. And ATSF2R
obtains highest PSNRs. Compared with ATSFIR and
ATSF2R, JNT has considerably low average PSNRs at dif-

ferent noise variances.

E 2. JNT, 1HMCF, 2HMCF, bilateral filter =} X|okst ATSF1R, ATSF2R 2| PSNR H|ul
Table 2. PSNR comparison between JNT, 1HMCF, 2HMCF, bilateral filter, proposed ATSF1R and ATSF2R

Noise
v | e | NT | mwer | awer | BECR ) UER | e

Football(150 frames), resolution 352*288

65.0 29.99 31.43 32.15 32.30 32.48 33.10 33.16

130.0 27.01 29.90 29.87 30.14 30.82 31.24 31.24

260.0 24.03 28.38 27.38 28.11 29.04 29.32 29.31
Foreman(300 frames) resolution 352288

65.0 29.99 33.60 33.54 34.40 34.24 34.74 35.17

130.0 27.00 32.06 31.42 32.58 32.54 32.88 33.41

260.0 24.04 30.42 29.32 30.85 30.73 30.88 31.70

Mobile and Calendar(300 frames), resolution 352*288

65.0 30.01 28.75 31.31 31.97 30.02 31.47 32.05

130.0 27.03 27.64 28.95 29.75 27.79 29.16 29.87

260.0 24.07 26.36 26.80 27.64 25.70 27.07 27.79
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PSNR Comparison
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Fig.2. PSNR comparison for each frame at different noise variances. x axis donates PSNR of each frame, y axis donates frame index of video.
(a)"football" video (150 frames) de-noised by bilateral filter, THMCF and ATSF1R. Video was corrupted with o2 (0) = 65. (b)"foreman" video (300

frames) de-noised by bilateral filter, 2HMCF and ATSF2R. Video was corrupted with o2 (0) = 65. (c)"football" video (150 frames) de-noised by
bilateral filter, 2HMCF and ATSF2R. Video was corrupted with o2 (0) = 260
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2. PSNR comparison for each frame

At the latter half of "football" video, footballers start to
run. There is occlusion, scene change and some blocks with
big motions. So PSNRs of latter half de-noised video
frames of IHMCF and 2HMCF are low. But for bilateral
filter, there are no a lot of details, textures or edges, so
PSNRs of latter half de-noised video frames of bilateral fil-
ter are high.

Walls and a lot of details appear at the last part of
"foreman" video, there are a lot of edges and details in the
last part frames. So PSNRs of the last de-noised video
frames of bilateral filter are very low. But for IHMCF and
2HMCEF, there is no occlusion, scene change or blocks with
big motions. So PSNRs of the last de-noised video frames
of 1THMCF and 2HMCF are high.

In Fig.2, it can be seen that PSNRs of ATSFIR are big-
ger than PSNRs of both IHMCF and bilateral filter when
PSNRs of IHMCF and bilateral filter are similar. And

PSNRs of ATSF2R are bigger than those of both 2HMCF
and bilateral filter when PSNRs of 2HMCF and bilateral
filter are similar. When PSNR difference between 1HMCF
(or 2HMCF) and bilateral filter is large, the PSNR of
ATSFIR (or ATSF2R) follows the bigger PSNR. From
Fig.2(a), (b) and (c), it can be seen that ATSF based on

MSE estimation perfectly works on different noise levels.

3. Visual quality comparison

Fig.3. and Fig.4. show de-noising performances of dif-
ferent filters on condition that there is low temporal cor-
relation between video frames for a part of an image.
There exists a hand suddenly in 153th frame and there
is no a hand in previous frames. So for the hand there
is low temporal correlation can be used for de-noising.
As a result, the de-noised hands of ITHMCF and 2HMCF
are poor.

In Fig.3, for 2HMCF and JNT, except the de-noised

A\

() (@) (h) U]

02l 3. flforeman” @A} C|c0|A TE{7} MEEforeman” Q49| 153 M =Zaj|e! (a)@lE HAQ| 152 Him =22l (b)2E FAo| 153 tim =22l
(c)=0[=7} zzetel 153 Swf =2 (d) 2HMCF 7t HEEl 153 Hm =2{2f (e) ATSF2RO| HEEl 153 Hm =212 ()1THMCF 7t HEEl 153 Hmf =2
(9) ATSF1RZt MZ&l 153 B =&2l (h) Bilateral filter7t Z&El 153 HW =2 (i)}JNT7 ZZEl 153 Hw =22

Fig.3. Original, noisy and de-noised 153th frames of "foreman" video sequence, o2 (0) = 65. (a) Original 152th frame. (b)Original 153th frame.
(c)Noisy 153th frame. (d)De-noised 153th frame by 2HMCF. (e)De-noised 153th frame by ATSF2R. (f)De-noised 153th frame by 1HMCF. (g)De-nois-
ed 153th frame by ATSF1R. (h)De-noised 153th frame by Bilateral filter. (i)De-noised 153th frame by JNT



1058 W4-38ts=wA] A7d A6z, 201249 11¢€ (JBE Vol. 17, No. 6, November 2012)

footballers with big motions, the de-noised images look
clean. The de-noised image of ATSF2R looks cleanest.
Edges and details are preserved very well by ATSF2R.
For ATSFIR, the de-noised image contains some blurring
effects. For IHMCEF, besides the de-noised hand, the oth-
er parts of de-noised image contain some noise.

In Fig.4, the de-noised hands of IHMCF, 2HMCF and

JNT contain blocking effects and remained noise. The

(a) (b) (©)

blocking effects of 2HMCF are more serious than those
of IHMCF and JNT. For JNT, the blocking effects and
noise in the de-noised hand inherit from 1-D kalman fil-
ter de-noised hand. The de-noised hands of ATSFIR and
ATSF2R contain no blocking effects and noise in them
is removed very well by ATSFIR and ATSF2R.
Fig.5. and Fig.6. show de-noising performances of dif-

ferent filters on condition that objects have big motions

(d (e) (f)

)
2! 4. C|O|E TE{7} MBE “foreman"QA 153 EM| Zafelo] "A" (a) 2HMCF7} Ml & (b) ATSF2R7} &2E 2 (c) 1HMCF7F HEE £ (d)

ATSFIR7} HREl £ (e) Bilateral filter7} M=l £ (f) INTJ} HEl &

Fig.4. De-noised hand in 153th frame of "foreman" video sequence by different filters, ai (0) = 65. (a) De-noised hand by 2HMCF. (b)De-noised hand
by ATSF2R. (c)De-noised hand by 1HMCF. (d)De-noised hand by ATSF1R. (e)De-noised hand by Bilateral filter. (f) De-noised hand by JNT

32! 5. =footbal" AT C|c0[A EE{7| HEEfootbal HAQ| 113 M| a2l (a) 2= HAIQ| 113 Bimf =l ( b) £O|=J| 8t 113 gim) =Zaf2
(c) 2HMCF7} M=l 113 m =22l (d) ATSF2R7} Ml 113 B Z2f|! (e) THMCF7 2= 113 tim =2 (f) ATSFIRT}F HE=l 113
=22 (g) Bilateral filter7} M=l 113 v =2{|2! (h) JNTZ} HEEl 113 wHmy =z

Fig.5. Original, noisy and de-noised 113th frames of "football" video sequence, o2 (0) = 260. (a) Original 113th frame. (b) Noisy 113th frame.

(c) De-noised 113th frame by 2HMCF. (d) De-noised 113th frame by proposed ATSF2R. (e) De-noised 113th frame by 1HMCF. (f) De-noised
113th frame by ATSF1R. (g) De-noised 113th frame by Bilateral filter. (h) De-noised 113th frame by JNT
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12! 6. C|0|A ZE{7} ME=football’ P4t 113 M Z2f|2le| "footballer” (a) 2HMCF 7} &%=l "footballer" (b) ATSF2RO| MES! "footballer” (c) 1HMCF
7t MEEl “footballer'(d) ATSFIRZ} MEE! "footballer" (e) Bilateral filter7t Z&&l "footballer" (f) INTZt HEEl "footballer"

Fig.6. De-noised "footballer" in 113th frame of "football" video sequence by different filters, o (0) = 260. (a) De-noised "footballer" by 2HMCF.
(b) De-noised "footballer" by ATSF2R. (c) De-noised "footballer" by 1HMCF. (d) De-noised "footballer" by ATSF1R. (e) De-noised "footballer" by

Bilateral filter. (f) De-noised "footballer" by JNT

and noise level is high. In the 113th frame of "football"
video, footballers start to run. There are some blocks with
big motions in the 113th frame.

In Fig.5, for 2HMCF and JNT, except the de-noised
footballers with big motions, the de-noised images basi-
cally look clean. The de-noised image of ATSF2R looks
cleanest. Edges and details are preserved very well by
ATSF2R. For ATSFIR, the de-noised image contains some
blurring effects. For 1HMCEF, besides the de-noised foot-
ballers with big motions, the other parts of de-noised im-
age contain some noise.

In Fig.6, for IHMCF, 2HMCF and JNT, the de-noised
footballers with big motions contain blocking effects and
noise in them is not removed well. The blocking effects
of 2HMCF are more serious than those of IHMCF and
JNT. The de-noised footballer of 1THMCF contains the
most noise. The de-noised footballers of ATSFIR and
ATSF2R contain no blocking effects and noise in them is
removed very well by ATSFIR and ATSF2R.

From the above comparisons, it is can be seen that
ATSF2R outperforms the other de-noising filters in terms
of both PSNR and visual quality. The de-noised results of
ATSFIR contain no blocking effects and noise can be re-
moved very well by ATSFIR. However, there are some
blurring effects in the de-noised results of ATSFIR.
Without using spatial correlation, MHMCF has a poor

de-noising performance when temporal correlation between
video frames is poor. Bilateral filter brings blurring effects
and it has a relatively poor visual quality. INT lightens the
problem that spatial wiener filter smooths out details of an
image and temporal kalman filter represses the parts which
have poor temporal correlation. But de-noised results of
JNT inherit errors from poor de-noising results of 1-D kal-

man filter and 2-D wiener filter.

V. Conclusions

In this paper, a spatio-temporal filter ATSF is developed.
By adaptively filtering each noisy block based on MSE es-
timation, ATSF combines the advantages of MHMCF and
bilateral filter. ATSF could remove noise effectively while
no blocking effects are introduced in the de-noised results.
Moreover, edges and details are preserved well by ATSF.
The experimental results show that ATSF outperforms con-
ventional de-noising algorithms in terms of visual quality
and PSNR. And in our experimental study, ATSF2R
(ATSF using two reference frames) performs best.
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