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In this letter, the distributions of direct current (DC) coefficients for P-frames in H.264/AVC are analyzed, and the distortion model of the Gaussian source under the quantization of the dead-zone plus-uniform threshold quantization with uniform reconstruction quantizer is derived. Experimental results show that the DC coefficients of P-frames are best approximated by the Laplacian distribution and the Gaussian distribution at small quantization step sizes and at large quantization step sizes, respectively.
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## I. Introduction

In hybrid video coding, the statistical distributions of the discrete cosine transform (DCT) coefficients are the basis in designing rate control and rate-distortion optimization (RDO) schemes. Assuming the coefficients are Laplacian-distributed, the most popular quadratic rate-distortion (RD) formula was proposed in [1] which is used in rate control for MPEG-4 and H.264/AVC, and an RDO scheme is presented in [2] which has a better performance than the uniform distribution-based RDO scheme recommended in the H.264/AVC reference software.
DCT coefficients include direct current (DC) and alternating current (AC) coefficients. For the AC coefficient in video coding, the Laplacian distribution is often utilized to model its distribution [3], [4]. However, the DC coefficient distribution in

[^0]video coding is not yet discussed. If the DC coefficient in video coding does not follow the Laplacian distribution, the RD formula in [1] and the RDO scheme in [2] are not accurate enough. More accurate rate control and RDO schemes can be designed based on the DC coefficient distribution. To design more accurate rate control and RDO schemes, it is necessary for the DC coefficient in video coding to analyze its distribution. Since H.264/AVC is the state-of-the-art video coding standard, we focus on DC coefficient distributions for P-frames in H.264/AVC.

## II. Probability Density Functions of DC Coefficients

In this section, the probability density functions (PDFs) of the DC coefficients for P-frames are analyzed. Some preliminary experiments are implemented to examine their distribution characteristics. In the experiments, H.264/AVC reference software JM 16.0 [5] is used.
Figure 1 shows the DC coefficient distributions at two various quantization parameters ( QPs ) for the 'Mobile' video sequence. In H.264/AVC, there is a deterministic relation between QP and quantization step size. The distributions of the DC coefficients are plotted and approximated by the Gaussian and the Laplacian distributions, respectively.
As shown in Fig. 1, the DC coefficient distributions at small and large quantization step sizes are different. From the figure, we observe that the statistics of the DC coefficients are best approximated by the Laplacian and the Gaussian distributions at small and large quantization step sizes, respectively.
When DC coefficients are quantized with a quantizer, the distortion is decided by the distribution of the coefficient and the quantization and reconstruction rules of the quantizer. In JM, the dead-zone plus-uniform threshold quantization (DZ-


Fig. 1. PDFs of DC coefficients and approximations by Gaussian and Laplacian distributions of 'Mobile' CIF video sequence at (a) $\mathrm{QP}=10$ and (b) $\mathrm{QP}=36$.

UTQ) with uniform reconstruction quantizer (URQ) [6] is adopted. Turaga and others [7] derive the distortion model of the Laplacian source under the quantization of DZ-UTQ with URQ. For the Gaussian source under the quantization of DZUTQ with URQ, its distortion model is derived in section III.

## III. Gaussian Source Distortion Model for H.264/AVC

The quantization and reconstruction rules of DZ-UTQ with URQ quantizer are described as follows:
Quantization rule. Supposing $y$ is the value to be quantized, $q$ is the quantization step size, and $k$ is the corresponding quantization index. The quantization rule is

$$
\begin{equation*}
k=\operatorname{sign}(y) \cdot \max \left(0,\left\lfloor\frac{|y|}{q}+\alpha\right\rfloor\right), \tag{1}
\end{equation*}
$$

where $\alpha$ is the quantizer dead-zone parameter which is set to be $1 / 6$ for P-frames in JM.
Reconstruction rule. Let $y^{\text {reco }}$ be the reconstructed value of $y$. URQ is implemented as

$$
\begin{equation*}
y^{\mathrm{reco}}=k \cdot q . \tag{2}
\end{equation*}
$$

Let $x$ be the Gaussian-distributed random variable. After the
quantization of DZ-UTQ with URQ quantizer, the distortion of $x$, in terms of mean square error, can be written as

$$
\begin{align*}
\varepsilon^{2}= & \sum_{k=-\infty}^{\infty}\left(x-x^{\text {reco }}\right)^{2} P\left(x^{\text {reco }}=k q\right) \\
= & \frac{1}{\sqrt{2 \pi} \sigma} \sum_{k=-\infty}^{-1} \int_{(k+\alpha-1) q}^{(k+\alpha) q}(x-k q)^{2} e^{-\frac{x^{2}}{2 \sigma^{2}}} d x \\
& +\frac{1}{\sqrt{2 \pi} \sigma} \sum_{k=1}^{\infty} \int_{(k-\alpha) q}^{(k-\alpha+1) q}(x-k q)^{2} e^{-\frac{x^{2}}{2 \sigma^{2}}} d x \\
& +\frac{1}{\sqrt{2 \pi} \sigma} \int_{-(1-\alpha) q}^{(1-\alpha) q} x^{2} e^{-\frac{x^{2}}{2 \sigma^{2}}} d x, \tag{3}
\end{align*}
$$

where $P(\cdot)$ denotes the probability.
Due to symmetry, the first and second terms may be combined into one term. Hence,

$$
\begin{align*}
\varepsilon^{2} & =\frac{2}{\sqrt{2 \pi} \sigma} \sum_{k=1}^{\infty} \int_{(k-\alpha) q}^{(k-\alpha+1) q}(x-k q)^{2} e^{-\frac{x^{2}}{2 \sigma^{2}}} d x+\frac{1}{\sqrt{2 \pi} \sigma} \int_{-(1-\alpha) q}^{(1-\alpha) q} x^{2} e^{-\frac{x^{2}}{2 \sigma^{2}}} d x \\
& =\varepsilon_{1}^{2}+\varepsilon_{2}^{2} \tag{4}
\end{align*}
$$

where

$$
\begin{align*}
\varepsilon_{1}^{2}= & \frac{2}{\sqrt{2 \pi} \sigma} \sum_{k=1}^{\infty} \int_{(k-\alpha) q}^{(k-\alpha+1) q}(x-k q)^{2} e^{-\frac{x^{2}}{2 \sigma^{2}}} d x \\
= & \frac{2}{\sqrt{2 \pi} \sigma} \sum_{k=1}^{\infty} \int_{(k-\alpha) q}^{(k-\alpha+1) q}\left(x^{2}-2 k q x+k^{2} q^{2}\right) e^{-\frac{x^{2}}{2 \sigma^{2}}} d x,  \tag{5}\\
& \varepsilon_{2}^{2}=\frac{1}{\sqrt{2 \pi} \sigma} \int_{-(1-\alpha) q}^{(1-\alpha) q} x^{2} e^{-\frac{x^{2}}{2 \sigma^{2}}} d x . \tag{6}
\end{align*}
$$

We know that

$$
\begin{gather*}
\int x e^{-\frac{x^{2}}{2 \sigma^{2}}} d x=-\sigma^{2} e^{-\frac{x^{2}}{2 \sigma^{2}}},  \tag{7}\\
\int x^{2} e^{-\frac{x^{2}}{2 \sigma^{2}}} d x=-\sigma^{2} x e^{-\frac{x^{2}}{2 \sigma^{2}}}+\sigma^{2} \int e^{-\frac{x^{2}}{2 \sigma^{2}}} d x . \tag{8}
\end{gather*}
$$

Substituting (7) and (8) into (5) and (6), we get

$$
\begin{align*}
\varepsilon_{1}^{2}= & \left.\frac{2}{\sqrt{2 \pi} \sigma} \sum_{k=1}^{\infty}\left(-\sigma^{2} x e^{-\frac{x^{2}}{2 \sigma^{2}}}+2 k q \sigma^{2} e^{-\frac{x^{2}}{2 \sigma^{2}}}\right)\right|_{(k-\alpha) q} ^{(k-\alpha+1) q} \\
& +\frac{2}{\sqrt{2 \pi} \sigma} \sum_{k=1}^{\infty} \int_{(k-\alpha) q}^{(k-\alpha+1) q}\left(\sigma^{2}+k^{2} q^{2}\right) e^{-\frac{x^{2}}{2 \sigma^{2}}} d x \\
= & \underbrace{\frac{2 \sigma q}{\sqrt{2 \pi}} \sum_{k=1}^{\infty}\left((k+\alpha-1) e^{-\frac{(k-\alpha+1)^{2} q^{2}}{2 \sigma^{2}}}-(k+\alpha) e^{-\frac{(k-\alpha)^{2} q^{2}}{2 \sigma^{2}}}\right)}_{\varepsilon_{11}^{2}} \\
& +\underbrace{\frac{2}{\sqrt{2 \pi} \sigma} \sum_{k=1}^{\infty}\left(\sigma^{2}+k^{2} q^{2}\right) \int_{(k-\alpha) q}^{(k-\alpha+1) q} e^{-\frac{x^{2}}{2 \sigma^{2}}} d x}_{\varepsilon_{12}^{2}}, \tag{9}
\end{align*}
$$

$$
\begin{align*}
\varepsilon_{2}^{2} & =\frac{1}{\sqrt{2 \pi} \sigma}\left[-\left.\sigma^{2} x e^{-\frac{x^{2}}{2 \sigma^{2}}}\right|_{-(1-\alpha) q} ^{(1-\alpha) q}+\sigma^{2} \int_{-(1-\alpha) q}^{(1-\alpha) q} e^{-\frac{x^{2}}{2 \sigma^{2}}} d x\right] \\
& =\frac{-2(1-\alpha) \sigma q}{\sqrt{2 \pi}} e^{-\frac{(1-\alpha)^{2} q^{2}}{2 \sigma^{2}}}+\frac{\sigma}{\sqrt{2 \pi}} \int_{-(1-\alpha) q}^{(1-\alpha) q} e^{-\frac{x^{2}}{2 \sigma^{2}}} d x \tag{10}
\end{align*}
$$

In (9) and (10), there is a definite integral $\int_{b}^{c} e^{-\frac{x^{2}}{2 \sigma^{2}}} d x$, where the interval of integration is $[b, c]$. The function $e^{-\frac{x^{2}}{2 \sigma^{2}}}$ is not an integrable function, so we adopt the following method called composite trapezoidal rule to compute $\int_{b}^{c} e^{-\frac{x^{2}}{2 \sigma^{2}}} d x$ :

$$
\begin{equation*}
\int_{b}^{c} f(x) d x=\frac{h}{2}\left(f(b)+f(c)+2 \sum_{i=1}^{n-1} f(b+i h)\right), h=\frac{(c-b)}{n} \tag{11}
\end{equation*}
$$

where $n$ is the number of subintervals and its value should be larger than 1 . Suppose the error of the composite trapezoidal rule is the difference between the value of the integral and the numerical result. The larger the value of $n$ is, the smaller the error is.

Using (11), $\varepsilon_{12}^{2}$ and $\varepsilon_{2}^{2}$ can be solved and expressed as
$\varepsilon_{12}^{2}=\frac{q}{\sqrt{2 \pi} n \sigma} \sum_{k=1}^{m}\left(\left(\sigma^{2}+k^{2} q^{2}\right)\left(e^{-\frac{(k-\alpha)^{2} q^{2}}{2 \sigma^{2}}}+e^{-\frac{(k-\alpha+1)^{2} q^{2}}{2 \sigma^{2}}}+2 \sum_{i=1}^{n-1} e^{-\frac{\left(k-\alpha+\frac{1}{n}\right)^{2} q^{2}}{2 \sigma^{2}}}\right)\right)$,
$m=\infty$,
$\varepsilon_{2}^{2}=\frac{2(1-\alpha)(1-n) \sigma q}{\sqrt{2 \pi} n} e^{-\frac{(1-\alpha)^{2} q^{2}}{2 \sigma^{2}}}+\frac{2(1-\alpha) \sigma q}{\sqrt{2 \pi} n} \sum_{i=1}^{n-1} e^{-\frac{(1-\alpha)^{2} q^{2}\left(\frac{2 i}{n}-1\right)^{2}}{2 \sigma^{2}}}$.

From (9), $\varepsilon_{11}^{2}$ can be rewritten as
$\varepsilon_{11}^{2}=\frac{2 \sigma q}{\sqrt{2 \pi}} \sum_{k=1}^{m}\left((k+\alpha-1) e^{-\frac{(k-\alpha+1)^{2} q^{2}}{2 \sigma^{2}}}-(k+\alpha) e^{-\frac{(k-\alpha)^{2} q^{2}}{2 \sigma^{2}}}\right)$,
$m=\infty$.
When $k \rightarrow \infty$, we can get

$$
\begin{gather*}
\left((k+\alpha-1) e^{-\frac{(k-\alpha+1)^{2} q^{2}}{2 \sigma^{2}}}-(k+\alpha) e^{-\frac{(k-\alpha)^{2} q^{2}}{2 \sigma^{2}}}\right) \rightarrow 0,  \tag{15}\\
\left(\left(\sigma^{2}+k^{2} q^{2}\right)\left(e^{-\frac{(k-\alpha)^{2} q^{2}}{2 \sigma^{2}}}+e^{-\frac{(k-\alpha+1)^{2} q^{2}}{2 \sigma^{2}}}+2 \sum_{i=1}^{n-1} e^{-\frac{\left(k-\alpha+\frac{i}{n}\right)^{2} q^{2}}{2 \sigma^{2}}}\right)\right) \rightarrow 0 \tag{16}
\end{gather*}
$$

so $m$ can be selected a constant to estimate $\varepsilon_{11}^{2}$ and $\varepsilon_{12}^{2}$. Substituting (12), (13), and (14) into (4), the distortion $\varepsilon^{2}$ is

$$
\begin{align*}
\varepsilon^{2} & =\frac{2 \sigma q}{\sqrt{2 \pi}} \sum_{k=1}^{m}\left((k+\alpha-1) e^{-\frac{(k-\alpha+1)^{2} q^{2}}{2 \sigma^{2}}}-(k+\alpha) e^{-\frac{(k-\alpha)^{2} q^{2}}{2 \sigma^{2}}}\right) \\
& +\frac{q}{\sqrt{2 \pi} n \sigma} \sum_{k=1}^{m}\left(\left(\sigma^{2}+k^{2} q^{2}\right)\left(e^{-\frac{(k-\alpha)^{2} q^{2}}{2 \sigma^{2}}}+e^{-\frac{(k-\alpha+1)^{2} q^{2}}{2 \sigma^{2}}}+2 \sum_{i=1}^{n-1} e^{-\frac{\left(k-\alpha+\frac{i}{n}\right)^{2} q^{2}}{2 \sigma^{2}}}\right)\right) \\
& +\frac{2(1-\alpha)(1-n) \sigma q}{\sqrt{2 \pi} n} e^{-\frac{(1-\alpha)^{2} q^{2}}{2 \sigma^{2}}}+\frac{2(1-\alpha) \sigma q}{\sqrt{2 \pi} n} \sum_{i=1}^{n-1} e^{-\frac{(1-\alpha)^{2} q^{2}\left(\frac{2 i}{2}-1\right)^{2}}{2 \sigma^{2}}}, \tag{17}
\end{align*}
$$

where $m$ and $n$ are two constants.

## IV. Experimental Results

If DC coefficients follow some distribution, for example, Gaussian, using the corresponding distortion model should achieve the closer estimated distortion to the actual one than using the models of other distributions. Thus, at small and large quantization step sizes, using the distortion models of the Laplacian and the Gaussian sources, respectively, can achieve more accurate estimated distortions.
To validate the DC coefficient distributions of P-frames, we employ JM 16.0. Ten video sequences in CIF format are tested. The test frame rate is 30 fps . Each of the ten sequences has 118 frames to be encoded in which the first frame is I-frame followed with subsequent P-frames. In the experiment, I-block coding in P-frames is disabled. The QP values are respectively adopted from 4 to 42 to encode each sequence. At a QP, the variance $\sigma^{2}$ of the DC coefficient is calculated over all the P frames in a sequence. Substitute $\alpha, \sigma^{2}$, and $q$ into (17) to estimate the distortion. In addition, the distortion model of the

Table 1. Mean values of estimation errors.

| Video <br> sequence | Small step size <br> $(\mathrm{QP}=4: 25)$ |  | Large step size <br> $(\mathrm{QP}=26: 42)$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Laplacian | Gaussian | Laplacian | Gaussian |
| Mobile | $\mathbf{1 . 6 2 8 3}$ | 2.0785 | 72.3869 | $\mathbf{2 5 . 7 1 5 3}$ |
| Foreman | $\mathbf{0 . 5 7 1 5}$ | 0.9223 | 39.1718 | $\mathbf{3 . 4 2 5 2}$ |
| News | $\mathbf{0 . 3 8 5 8}$ | 1.1312 | 24.1949 | $\mathbf{1 0 . 6 9 2 3}$ |
| Bus | $\mathbf{1 . 6 2 1 5}$ | 1.8993 | 42.9006 | $\mathbf{1 6 . 0 3 2 8}$ |
| Carphone | $\mathbf{0 . 4 8 0 1}$ | 1.1831 | 24.6643 | $\mathbf{7 . 4 8 6 8}$ |
| Coastguard | $\mathbf{1 . 4 7 6 0}$ | 1.9292 | 56.3593 | $\mathbf{1 2 . 1 2 7 2}$ |
| Mother | $\mathbf{0 . 3 9 3 9}$ | 0.8274 | 38.5926 | $\mathbf{4 . 9 8 3 7}$ |
| Flower | $\mathbf{1 . 7 0 4 0}$ | 2.2363 | 23.8592 | $\mathbf{2 0 . 9 8 3 1}$ |
| Akiyo | $\mathbf{0 . 3 9 1 6}$ | 0.6614 | 26.1706 | $\mathbf{2 . 1 6 7 4}$ |
| Tempete | $\mathbf{1 . 5 3 8 4}$ | 1.8629 | 66.9318 | $\mathbf{1 7 . 5 4 7 0}$ |

Table 2. Effect of $n$ on computational complexity and estimation error of 'Mobile' sequence at $\mathrm{QP}=30$.

|  | $n=10$ | $n=20$ | $n=30$ | $n=40$ |
| :---: | :---: | :---: | :---: | :---: |
| Running time (ms) | 0.0382 | 0.0671 | 0.1017 | 0.1536 |
| Estimation error | 12.8866 | 12.7173 | 12.6859 | 12.6749 |

Laplacian source in [7] is also used:

$$
\begin{equation*}
\varepsilon^{2}=\sigma^{2}-((1-2 \alpha) q+\sqrt{2} \sigma) \times \frac{e^{-\sqrt{2}(1-\alpha) q / \sigma} q}{1-e^{-\sqrt{2} q / \sigma}} \tag{18}
\end{equation*}
$$

In the experiment, we found that when $n \geq 20$, the error of the composite trapezoidal rule is close to 0 , which shows that twenty subintervals are enough to compute the value of the integral. To reduce computational complexity, we select $n=20$ in this letter. In addition, we found that when $m \geq 20, \varepsilon_{11}^{2}$ and $\varepsilon_{12}^{2}$ keep stable, which shows that the probability of $x^{\text {reco }}=m q(m \geq 20)$ is very small because $x$ follows the Gaussian distribution. So we select $m=20$ in this letter.
In order to quantitatively validate the DC coefficient distributions, the estimation errors between the actual distortions and the estimated distortions by using (17) and (18) are computed at $\mathrm{QP}=4: 42$ for each sequence, respectively. Table 1 shows the mean values of the estimation errors at small and large step sizes. According to the results of the table, we observe that at small step sizes, the DC coefficient can achieve the smaller estimation errors by using (18) for all the sequences. At large step sizes, the estimated distortions are more accurate by using (17) for all the sequences. The experimental results indicate that at small and large quantization step sizes, the DC coefficients are best approximated by the Laplacian and the Gaussian distributions, respectively.
For evaluating the effect of $n$ on computational complexity and estimation error, the running times and the estimation errors are computed. Our platform is Intel Core i3 2.93G CPU and 2 GB RAM. The results are shown in Table 2. From the table, we can see that the estimation errors are similar among $n=20,30$, and 40 , which indicates $n$ can be selected to be 20 . Also, it can be seen that the running time of the proposed distortion model at $n=20$ is 0.0671 ms , which is small.

## V. Method to Select the Distribution Adaptively

Since the DC coefficient distribution is related to QP , and from the experiments we found that the distribution changes from Laplacian distribution to Gaussian distribution with the increase of QP, a method to select the distribution adaptively during CBR H. 264 encoding is proposed in the following.

- For the initial $l$ frames in a sequence, after encoding each
frame, the distribution is determined by using (17) and (18) based on the encoding results. The QPs used for the $l$ frames are classified into different QP groups according to different distributions, where $l$ is an empirical value and set to be 20 .
- For each of the subsequent frames, before encoding the frame, the distribution can be predicted. When there is only one QP group, the distribution is selected to be the corresponding distribution of the group. When there are two QP groups, the QP used for the frame, $Q P_{c}$, is compared with the maximum $\mathrm{QP}, Q P_{\max , L}$, in the Laplacian group and the minimum $\mathrm{QP}, Q P_{\min , G}$, in the Gaussian group. If $\left|Q P_{c}-Q P_{\max , L}\right|<\left|Q P_{c}-Q P_{\min , G}\right|$, the distribution is selected to be Laplacian distribution; else, the distribution be Gaussian distribution. After encoding the frame, the distribution is determined based on the encoding results and $Q P_{c}$ is classified.


## VI. Conclusion

In this letter, the DC coefficient distributions for P-frames in H.264/AVC were analyzed, and it was found that the DC coefficients of P-frames are best approximated by the Laplacian and the Gaussian distributions at small and large quantization step sizes, respectively. Then, a mathematic derivation for the distortion of the Gaussian source under the quantization of DZ-UTQ with URQ quantizer was proposed. Experimental results validate the DC coefficient distributions. Furthermore, a method to select the distribution adaptively during CBR H. 264 encoding was proposed.
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