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ABSTRACT

Handling paging mechanism at the IP layer (e, IP paging) makes it possible to support heterogeneous
wireless access technologies, providing energy-saving and reduced location registration signaling overhead over
IP-based mobile networks. However, IP paging may rather cause adverse effects under active communication
environments because of significant paging signaling overhead and frequent paging delay. Therefore, in order to
solve these problems, a cost-effective IP paging scheme is proposed in this paper, which enables a mobile node
to perform selective registration and paging based on its profile information. Numerical results indicate that the
proposed scheme has apparent potential to mitigate considerable paging signaling overhead and frequent paging

delay in IP-based hierarchical mobile networks.

[P-based mobile networks, various works on IP

I. Introduction paging have been proposed in the literature [2-7].

The notion of active state and idle (i.e., dormant)

Unlike access technology-specific paging, handling state have been defined in [1, 2]. In active state, a
paging mechanism at the I[P layer (.e., IP paging) mobile node (MN) is tracked at the finest granularity
can offer paging functionality independent of possible such as its current cell, which results in no
underlying access technology, and thus provide an need for paging. When there is not any traffic
[P-based  common infrastructure to  support to/from a MN for an active state timer, the MN
heterogeneous wireless networks, which avoids the should be in idle state. In idle state, a MN is
duplication of the functions between different tracked at much coarser granularity such as a paging
wireless networks and interoperability issues that area (PA) composed of a group of cells. Hence, a
exist today [1]. In order to reduce the unnecessary MN updates its location to the network less
signaling load and to improve the scalability in frequently in 1idle state than in active state.
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However, when there is any traffic destined to the
MN, the paging procedure should be performed to
find the exact location of the MN.

In [3], a paging extension to Mobile TP (PMIP) has
been proposed. Although PMIP as well as the work
in [1] are efficient and scalable IP paging protocols,
they may not be good choice for the MNs with low
mobility and high paging rate. That is, adverse
effects can rather arise under active communication
environments because of significant paging signaling
overhead and frequent paging delay. In [4, 5], the
adaptive 1P paging schemes, in which a MN
continuously calculates its optimal paging areas to
minimize the signaling load in the network, were
proposed. However, by considering various kinds of
a MN-specific and time-varying parameters, their
operations seem to be difficult to implement, and
they can also adversely impact the processing load
on the MNs. Moreover, it seems difficult that the
MN determines some of the input parameters
required for its paging area optimization process [4].
Considering the real implementation issue, therefore,
quasi-optimal approach can be more preferable than
more optimal ones such as adaptive and dynamic
schemes. In [6], user independent paging scheme for
Mobile TP was proposed. However, this scheme has
some drawbacks that whenever an idle MN finds that
it is in a foreign agent (FA) cell other than its
registered FA (RFA), it should reply to agent
advertisement messages via wireless link to provide

some basic information to its current FAs cells.

Considering several problems revealed in the
previous works [1, 3, 4, 5, 6], we claim that i) an
IP paging scheme should be able to solve the adverse
effects under active communication environments.
However, i) it should not be so sophisticated as to
be easily implementable. Moreover, iii) additional
overhead due to IP paging should be as minimal as
possible and it should be scalable scheme. Therefore,
in this paper, we propose a lightweight, but
cost—effective IP paging scheme, which enables a MN
to perform selective registration and paging in

hierarchical Mobile IP networks.

II. System Architecture

The next generation wireless cellular networks are

envisioned as pure [P-based networks where base

stations (BSs) are IP routers [3]. Hierarchical
architecture employing Mobile IP regional registration
(MIPR) [8] is assumed to be the reference
architecture for the proposed scheme. A domain
consists of a number of FAs and a gateway FA
(GFA), where a FA is integrated with exactly one
BS and a subnet consists of only one FA. For
simplicity, we assume that each FA assigns only one
network prefix per wireless interface. The FAs
within a GFA domain can be grouped into a single
PA. For simplicity, a GFA domain is assumed to be
equal to a PA. We assume that a MN knows the
current FA's PA identifier by listening to the agent
advertisement periodically broadcasted by the FA. In
[2], the functional architecture for IP paging such as
tracking agent, paging agent, and dormant monitoring
agent was defined. Thus, all these agents are

assumed to be integrated into the GFA in this paper.

II. The Proposed Scheme

The basic idea of the proposed scheme is that the
traffic distributions for most of the MNs are usually
concentrated in several specific regions (hereafter,
we call home cells) such as their homes and
workplaces as compared with other regions
(hereafter, we call foreign cells) [9]. Thus, for the
idle MN residing in its foreign cell, it is tracked at
coarse granularity (i.e., a PA). However, for the MN
residing in its home cell, it is tracked at the finest
granularity possible (i.e., a cell) although it is in idle
state. Therefore, when a MN moves into/out of its
home cell regardless of its state, an explicit
registration is performed based on its profile that
the MN maintains, which contains its home cell
addresses. Instead, a packet forwarding without any
paging signaling overhead and paging delay can be
directly performed for the frequent incoming
sessions which occur during a MN's home cell
residence time. In contrast, with relatively infrequent
incoming sessions for the idle MN residing in its
foreign cell, a packet forwarding is performed after

carrying out paging procedure.

1. Extended Regional Registration Request Message

In order to support the differentiated mobility/

traffic handling in the proposed scheme, the

meanings of r and x bits are extended in the
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regional registration request message of MIPR [8]D.
If r bit is set to 1, it indicates that the MN supports
the proposed scheme. If x bit is O, it implies that
the MN is currently in its foreign cell, and thus, on
receiving future incoming sessions, paging procedure
is performed to find the exact location of the MN.
However, if x bit set to 1, it implies that the MN is
currently in its home cell. In other words, in this
case, just like in MIPR, on receiving future incoming
sessions, the GFA forwards the packets directly to
the MN without initiating paging. According to
whether or not r and x bits being set, the following

three cases of the bit combination can be possible.

(@ (r, x) = (0, 0): This case implies that a MN does
not support the proposed scheme (i.e., in this case,
it operates just like MIPR).

(b) (r, x = (1, 0): This case implies that a MN
supports the proposed scheme and it is currently in
its foreign cell (i.e., in this case, it operates just like
PMIPR2).

(o) r, ©» = (1, 1): This case implies that a MN
supports the proposed scheme and it is currently in
its home cell (i.e., in this case, it operates just like
MIPR).

Note here that the bit combination (r, x) = (0, 1)

is not defined and meaningful.

2. Location Registration

Whenever a MN changes the GFA domains, it
checks its profile to see if there is any home cell
address which belongs to the addresses within the
visited GFA domain. If found, the MN performs home
registrationd with additional extensions containing
those home cell addresses. In EPMIPR, in case of an
active MN (regardless of whether it is currently in
its home cell or not), it operates exactly in the same
way as in MIPR except for the inter—GFA domain
movement mentioned above. Basically, in case of an

idle MN, no registration is performed within the

1) We extend the meanings of r and x bits in the regional registration
request message defined in [8].

2) Basically, the proposed scheme operates based on MIPR, while PMIP
operates based on MIP. In this paper, we call "an application of PMIP
based on MIPR" as "PMIPR". Also, The proposed scheme, which is
called EPMIPR, is an Enhanced version of PMIPR that enables a MN to
perform selective registration and paging/packet delivery.

3) After this procedure, the GFA records those home cell addresses for
selective paging without its home cells being included for future
incoming sessions.
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same PA when a idle MN crosses between the
foreign cells. However, in case of the idle MN
entering (or leaving) its home cell, it performs
regional registration with r and x bits set to 1 (or r
bit set to 1 and x bit set to O in case of leaving its
home cell) to explicitly inform whether it is currently
in its home cell or not. Whether a new cell is its
home cell or not can be determined by the MN by
checking if there is any match between a new
care—of-address (CoA) and the home cell addresses
stored in a MN's profile. If a match is found, the MN

concludes that the new cell is its home cell.

3. Paging and Packet Delivery

When the GFA receives the incoming sessions
destined to the MN, it first determines whether it
has a record for the MN. If a record exists, then the
GFA determines if both the MN supports EPMIPR
and it is currently in its home cell by checking r
and x bits. Then, in case the MN is in its foreign
cell, the GFA checks the MN's state. If the MN does
not support EPMIPR (i.e., case (a) in Sect.IIl.1) or if
it is in its home cell regardless of its state Q.e.,
case (c) in Sectlll.1) or if the MN residing in its
foreign cell is in active state, the GFA decapsulates
the packets and forwards them directly to the MN
without initiating paging. On the other hand, if the
MN residing in its foreign cell is in idle state (.e.,
case (b) in Sect.lll.1), the GFA starts buffering the
packets for the MN and sends the paging request
messages to all FAs which do not include the MN's
home cells within a PA. Then, if the MN receives
the paging request message, it performs a regional
registration to the GFA, and the GFA forwards
buffered packets to the MN.

4. Determination of Home Cells

In order to determine the home cells for a
particular MN, its movements and traffic throughout
the days or weeks may be observed over a long
period of time. For example, each MN may measure
the number of session arrivals and cell crossings, in
order to calculate its session—to—mobility ratio (SMR)
at every cell that the MN resides, which implies that
the larger the SMR of a MN is at specific cell, the
more incoming sessions for the MN can occur at
that cell.  Then,

observations and the actual trace data [9]-[11],

based on  aforementioned
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Table I. The derived signaling costs of each mobility management protocol
Mobility Notation Derived Signaling cost
protocol
N N
MIP Cruip > Y 2mP,(p+dy,)s,
i=1j=1j=i
N N
MIPR Conipr > 2 2mP(ptdy,)s,
i=1j=1j#1
y N N
active
C;nmp 2]1 ] ]2:74 27"JPJL(/)+df}L)6,,,
i=1j=1j
PMIP idle
Comip A ((N=1)dp, + Np)o, +2(\,, +X,) (p+d )6, + X, (p+d,,)s,
active idle
Cypmip C"pmlp + (1 B ) QW7P
y N N
active
C;rmpr 231 ) Z# 27rjpjl(p+dfg)57'
i=lj=lj+i
PMIPR
e A (N=1)d,, +Np)s, +2(\,; +A,) (p+d;,)6,
C})m ipr Cj:r?:fll ;:rf +(1 ( ) C‘Z;ffjpr

choosing only a few cells® as each MN's home cells
would be sufficient. Otherwise, home cells can be

manually  configured according to the MN's
willingness to get a higher quality of service. How
to manage each MN's profile and how to determine
it home cell is an important research issue by itself,
beyond the

simplicity, we assume that the home cell addresses

and is scope of this paper. For

are already preconfigured in the MN's profile.

IV. Analytical Model

Let T and F(]) be the location probability of a

MN in a cell j and the set of neighbors in a cell j,

respectively. Let P;; be the transition probability

for a MN to reach any neighboring cell i in ['(j) or
to stay in a cell j itself. Let d,, dy,, and dg, be
the average hop distance between FA and
RFA/GFA/HA, respectively. In addition, the followings
are assumed: a PA is composed of N cells (e, N
FAs), and there exist m (0 < m < N) home cells in
a PA. The signaling cost in the air is assumed to be
p times higher than the wireline unit hop distance
signaling cost. The registration and paging costs are
assumed to be proportional to the product of the hop
distance and the weighting factors of registration and
paging costs: 4, and 5p. For analysis, we consider
the average signaling cost composed of registration

and paging costs, which is generated by a MN while

4) Tt was observed that 7) about 80% of the mobile users visit fewer than
20 cells [10], and i) a few cells have a high level of packet call
activity, while many cells have a relatively low level of activity [11].

it resides within a PA. For simplicity, we assume

that the MN has just completed home registration.

1. Signaling Cost Analysis

Similar as in MIPR, the average signaling cost of
EPMIPR in active state is composed of only regional

registration costs. Therefore, it can be expressed as

N N
=3 Y 2mP(p+dy,)s, (D

i=1j=1j#i

Cva(’tn e

epmipr

On the other hand, the average signaling cost of
EPMIPR in idle state

registration cost and paging cost. Let )\fl- and )\fo

1s composed of regional

denote the average number of the incoming and
during a MN's
residence time, respectively. Let us label all home
cells of a MN within a PA from cell; to cell,,. The

outgoing sessions foreign cell

other cells (.e., foreign cells) are labeled from

cell,, ., to celly (Refer to the network model

shown in Fig.1). Thus, the average signaling cost of
EPMIPR in idle state is calculated as

szifupr = Z Z 27T p+ djq)5
i=1j5=1,j=1
N m
Z 12 (p+dy,)s,

+(N— m)/\f,;((N— m— 1)dfg +(N— m)p)ép

+ 2(N7 m)()\h + Afo)(p+ dfq)ér
2)
where the first and second terms represent the

average registration cost generated when an idle MN
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Figure 1. Interconnections of all cells within a PA

moves into/out of its home cells during its PA
residence time. Note that in the third and fourth
terms, the paging and its subsequent registration
procedures are performed only for the foreign cells,
and the fourth term in Eq.(2)

registration cost generated by the incoming and

indicates the

outgoing sessions which occur while an idle MN
resides in its foreign cells.

Note here that similar to PMIP, in case of the idle
state, the MN that is about to send the outgoing
packets should also register with the GFA before it
sends the packets. Let + be the ratio of a MN's
active time to its PA residence time. Then, the
average signaling cost in EPMIPR can be finally
expressed as

Cact e

epmipr

C.

epmipr =7

+ (1 =) Cidle (3)

epmipr

Basically, the basic operation of EPMIPR is
somewhat similar to that of PMIP [3].
EPMIPR integrates MIPR with IP paging, reflecting a
MN's locality

patterns.

However,
characteristics in traffic/mobility
Therefore, in order to Investigate
comparative performance study among EPMIPR and
other related protocols, the average signaling costs
of MIP, MIPR, PMIP, and PMIPR are also derived
similar to Eq.(1)-(3), and summarized in Table I,

respectively.

2. Paging Delay Analysis

In this paper, paging delay is defined as the time
interval between when a paging request is sent
from the RFA/GFA and when the MN receives the
registration reply message from the HA/GFA. In
case of MIP and MIPR, the paging delay is not
generated because they do not support paging.
However, in case of PMIP and PMIPR, paging delay

1s generated. Based on their paging procedures, the
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Cells Transition Probability Steady-state

probability

Cellt  Cell2  Cell3  Celld  Cel5  Celle  CellT  Cellg Celld

Cell1 0940 0000 0020 0000 0000 0000 0020 000 000 05102
Cell2 0000 0900 0000 0000 0.000 0.000 0.050 0.000 0.050 02041
Cell3 0250 0000 0250 0250 0000 0250 0000 0000  0.000 0.0408
Cell4 0000 0000 0250 0250 025 0.000 0250 0.000 0.000 0.0408
Cell5 0000 0000 0000 0333 033 0000 033 0000 0000 0.0306
Cell6 0000 0000 0333 0000 0.000 0.333 0.000 0333 0.000 0.0606
CellT 0167 0167 0000 0167 0067 0000 067 0000 0167 nosi2
Cells 0250 0000 0000 0000 0000 0250 0000 0280 0280 0.0408

Cell9 0000 0250 0000 0000 0000 0000 0250 0250 0250 0.0408

Figure 2. Transition probability matrix and steady-state
probabilities

paging delays in PMIP and PMIPR are derived as
3twls + (df7 + 2dfh )54 and 3 (twls + df?“(sd)’

respectively (Here, ¢ and J; denote the

wls
transmission delay in wireless link and the unit delay
proportional to  wireline unit hop  distance,
respectively). In case of EPMIPR, the paging delay
during a MN's home cell residence time in EPMIPR
is 0, while the paging delay during a MN's foreign
cell residence time in EPMIPR is 3(twls+dfg(5d),

which is the same as that of PMIPR.

V. Performance Evaluation

In this section, the performance evaluation among
EPMIPR and other related protocols is investigated
based on the various signaling cost functions of each
protocol derived in SectIV. Also, the IP-based
cellular network is modeled as a connected graph
whose nodes represent the cells. Since a connected
graph model does not assume any particular
geometry for a «cell, it is more realistic and
applicable to modeling of the real cellular networks.
From the network model shown in Fig.1l, the
transition probability matrix P and the steady-state
probability vector 1= (71'1, Moy wen 7TN) are
calculated in Fig.2. For analysis, N = 9 and m = 2
are assumed. For the home cells,

P, =(1—-P;)/T() if i€I(j) G = 1, 2), and

zero otherwise. Here, for Pj,j,

0.940) and P, ,(= 0.900) were set to induce the
MN's mobility pattern indicating strong locality

high values of Py (=

characteristics, which results in large steady-—state
probabilities (= 0.5102) and 7y(= 0.2041). For the
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foreign  cells, Pj’j = PM = 1/(|F(j)| +1) for
iEF(j) (7 # 1,2), and zero otherwise. As a result,

II can be obtained by solving Il = IIP.
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Figure 3.  Effect of X, /),
(under non-active communication case)
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Figure 5.  Effect of 4,/6, (A, =02, A, =1.0)

Figure 3 and 4 show how the average signaling

costs of each protocol can be changed according to
increase of traffic locality in the home cells. For
analysis, we adopt the following parameters:

dy, =dp, =8, dp, =20, p=2,0,=1, §, =100,
and y=0.05 [3]. Also, A\; =X\, + s, =2); and
AL = A H AL, =2, are assumed, where JA,; and
Aho denote the average number of the incoming and

outgoing sessions during a MN's home cell residence
effects of the

communication ratio of the home cells to the foreign

time. In order to study the

cells under non-active communication case (e.g.,
A; =0.03 session/cell) and active communication
case (e.g., )\f=0.3 session/cell), respectively, the
signaling cost according to the variation of )\,l//\f is
investigated in Fig.3 and 4. In Fig.3 and 4, the
increase in )\h//\f means the increase in the degree
of traffic locality in a MN's home cell, which
indicates that a MN's home cell has a higher level of
packet call activity compared with foreign cells.

In Fig.3 and 4, even if )\h/)\f increases (.e., A,
dominates), the signaling cost of EPMIPR is constant
while those of PMIP and PMIPR get larger. This is
due to the fact that even if the frequent
incoming/outgoing sessions occur in the home cells,
there 1s no paging signaling overhead incurred in
EPMIPR while an idle MN resides in its home cells.
In contrast, the signaling costs of PMIP and PMIPR
get larger because the paging signaling overhead in
its home cells gets dominated as )\h//\f increases.

Figure 5 shows the effect of (51,/(5,, for 6, =10.
Basically, MIP and MIPR does not support paging.
Thus, varying 6,/d, does not affect them. However,

the signaling costs of EPMIPR as well as PMIP and
PMIPR get larger because the paging cost dominates
as 5[,/ 0, increases. However, note that EPMIPR is

the least sensitive to the change of §,/d, as

compared with PMIP and PMIPR because the foreign
cells except the home cells are only paged in
EPMIPR. In addition to the benefit in terms of the
signaling cost, EPMIPR can also have the benefit in
terms of paging delay. Unlike PMIP and PMIPR, as
already mentioned in Sect.IV.2, the paging delays in
case of a MN's home cell residence time in EPMIPR
as well as in MIP and MIPR are all O.

The benefit of EPMIPR can be chiefly achieved by
direct  packet

the following operations: the
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forwarding (i.e., no paging signaling overhead and no
paging delay) during an idle MN's home cell
residence time and the selective paging without its
home cells being included during an idle MN's
foreign cell residence time. It can be expected that
which cells and how many cells should be chosen as
home cell is a critical factor to show the good
efficacy of EPMIPR. However, considering most MN's
real-life pattern and the results from actual trace
data [10, 111, it is expected that it is not so
difficult to solve such issues. Future work will be

directed into further study for such issues.

V. Conclusion

A cost-effective IP paging scheme for hierarchical
Mobile IP networks was proposed in this paper,
which can be suitable solution when considering
real-life patterns for most of the MNs. As compared
with PMIP and PMIPR, our study has revealed that
the proposed scheme totally eliminates the
significant paging signaling load which could be
generated while an idle MN stays in its home cells,
at the expense of the slight additional location
registration costs occurred when moving into/out of
its home cells. In addition, such savings become
much more significant especially when the MN has
strong traffic locality characteristics in its home

cells.
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