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ABSTRACT

In this paper, we propose a computationally efficient early stopping method to reduce the average number of
iterations. The conventional early stopping methods have too much computational complexity to compute the
stopping criterion. Thus, only the hard decision based early stopping method is suitable to realize the hardware of
LDPC decoder. However, this method also can increase the computational complexity of LDPC decoder. The
proposed method can effectively reduce the computational complexity of stopping criterion as we do not compute
hard decision, and we combine the stopping criterion with horizontal shuffling scheduling decoding scheme. The
simulation results show that a new early stopping method achieves acceptable bit error rate performance also

reduces the average number of iterations.

transmission [2].
the decoding speed of LDPC codes

depends on the number of iterative message passing

Generally,

I. Introduction

Most of the satellite broadcasting systems use
DVB-S2 LDPC of
[1]. In the future, Ka band satellite

system

code because its  powerful

performance
broadcasting requires very high speed
transmission rates up to a few Mbits per second. In

this case, the decoding speed of LDPC is critical

process in decoders. To increase the decoding speed
of LDPC code,

number of iterations of LDPC decoding algorithm.

it has been issued to reduce the

For this purpose, several early stopping methods
have been proposed to find undecodable blocks and

to terminate the iterative process in the early stage

factor to increase the bit rate of satellite in [3]-[7]. Since Frank Kienle and Norbert Wehn
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first proposed an iteration control criterion for the
LDPC code in 2005 [3], The convergence of mean
magnitude (CMM) based on the evolution of variable
node messages in [4]; and convergence of the
summation of the sign products computed in the
check-to-variable messages in [5] has been
monitored to check the stopping criterion. Also, an
early stopping method based on the density evolution
of the log-likelihood ratio (LLR) messages of the
check node has been proposed in [6]. In addition,
the channel adaptive early termination method has
been proposed in [7].

However, these methods have relatively high
computational complexity to detect undecodable
blocks and to make the stopping criterion. To make
the hardware implementation of early stopping
criterion simple, this method uses the hard decision
values to detect the undecodable blocks. Even
though the channel adaptive early termination method
uses the hard decision values to make hardware
simple, the computational complexity and memory
occupations of the early stopping method itself still
can be inherent problems for simple hardware
realization.

In this paper, we propose a computationally
efficient early stopping method based on the sign
change rates of syndrome values of LDPC code.
This  method can

complexity of early stopping method with relatively

reduce the computational

good bit error rates (BER) performance.

II. Conventional Eraly Stopping Method

In this section, we briefly review the latest hard
decision based early stopping method which is the
channel adaptive early termination (CAET) method.
In addition, we calculate the computational
complexity of this method, because there has been
no consideration about the computational complexity
for early stopping method itself.

The hard decision based early stopping method
divides a sign change rate region into two blocks.
One is decodable block and the other one is
undecodable block. If the calculated sign change rate
is in the decodable block, the LDPC decoder
continues to decode. Otherwise, the decoding
procedure is terminated.

The channel adaptive early termination method set

the threshold which divides the sign change rate
region according to channel characteristics. Let Imax
and N be the predefined maximum number of
decoding iterations and the code word length,
respectively. The decoding procedure of hard
decision HD based early stopping method is as

follows:

* STEP 1 : Initialize
Set It and Th which is represent initial iteration
number and threshold of Sign Change Rate
(SCR).

« STEP 2 : Decide Hard Decision (HD) of LLR
At the end of kth iteration (k>1) of ith bit,
compute the HD and its sign value denoted as
Sik.

* STEP 3 : Calculate SCR
Calculate the amount of HDs that Sik#Si(k-1)
for all i’s, denoted as Numi

* STEP 4 : Check the stopping parameters.
a) Check if Numi =0.
b) Check if k>It and Numi/N >Th

* STEP 5 : Stopping decision
If the conditions in either or both 4a) and 4b)
are true or k=Imax, then terminate the decoding

continue to the next

process; otherwise,

iteration.

As we described above, the hard decision based
additional

computations for because this method computes the

early  stopping method also has
hard decision values as the amount of N. Also, this
method occupies additional memories for saving the
(k-Dth hard decision values as the amount of N. In
addition, this method also has to compare the hard
decision value as the amount of N and count to
calculate the sign change rate as the amount of
error bits averagely. All of these computations are
performed at the end of every iteration.

Table 1 shows the additional computations and
memory occupations of channel adaptive early
termination method, where a is the bit error rate, N
is code word length and K is information length.
Because the LDPC decoder of DVB-SZ2 has massive
computations and memory size, this additional
computation and memory occupations still can
inherent problems to realize the early stopping
method in hardware.
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Table 1. The number of computations and memory
occupations of the CAET method

a X NX leration
NX leration
N X leration

Memory occupat ions N

Addition for Counting
Hard Decision

Compar ison

. Proposed Early Stopping Method

To solve the inherent problems, we propose a soft
syndrome based early stopping method which uses
soft values of syndrome instead of hard decision
value. This proposed method uses the initial iteration
number (It) and the threshold (Th) value of the sign
change rate decided by the channel adaptive early
termination method.

The conventional method should compute a hard
decision value at the end of every iteration.
However, the proposed method computes soft values
of syndrome obtained in the course of message
updating from check node to variable node. This
process can be easily implemented in horizontal
shuffling scheduling (HSS) decoding scheme [8]. In
other words, the proposed method does not require
an additional computation of a hard decision for

calculating the sign change rate.

N S -
M\ — 2
SCaL. . T N
Step 2: Compute check node to variable node memory (17.) , using (2)
o so o <o <o =0,
v G ‘ < O ‘ < O
AN P :
e T

Step 3: Compute soft output value (s0,) , using (3)
sO, so, so s, so. so, so,

ariable Node ¢ y ( ) @ ) ( ) ) ( ) ( ) ( ) )

Step 4: Compute variable node to check node , using (4)

S0, so, so S0, SO, SO, s,
Variable Node N \ ( Y N p \ p

Step 5: After all check node computation, make stopping decision

Figure 1. Soft Syndrome check based early stopping method

In the
described based on the HSS decoding procedure. As

following, The proposed method is

in is as follows:

80

As illustrated in Fig.1 and following steps, we can
compute the syndrome value (CN) before computing
Mcv(j,i), where Mcv(j,i) are message values from
check node to variable node. If the syndrome value
based on a hard decision is not zero, then there
must be error bits in the transmitted code word.
Similarly if the soft value of syndrome is greater
than zero, that is positive value, then there also
must be error bits among the variable node (VN)
values connected to the check node. So we can
simply count the case of which soft value of
syndrome is greater than zero and save the counting
value. The further procedure from step 2 to step 4
is exactly same as the horizontal shuffling scheduling
decoding scheme. If this procedure is applied to all
the check nodes, we make a decision whether the
further iteration is needed or not. At step 5, we
check if the value of (Numjk)/(N-K) is greater than
the threshold (Th), where Numjk represents the
counting value of which the syndrome value is
greater than zero. If this ratio is greater than
specific threshold (Th) or all the syndrome values
are less than a =zero, we stop the decoding
procedure, otherwise continue to decode where, dc

is check node degree.

STEP1 : Compute CN;, where CN; represents the
syndrome value as follows:
|CN= minkEd(‘]uff‘

sign(CWj) = H sign(]lﬁgj) (D

2=p}
If CN; > 0, Num/=Num/+ 1.
S TEP 2 : Compute Me""values M

.

MV(/'J):CN /M\r C(i,/) (2)
e STEP 3 : Compute the SO;
50, =3, Mt 3
KEd,

STEP 4 :Compute M.", where M. is a

message value from variable node to check node
()

.

as follows:
My ¥=80; = Mo @
« STEP 5 : Check the Stopping criterion
If the all syndromes are less than a zero or
Num,-k=0 or Num,-"'/Num,-k_1> Th, then stop the decoding.

Else, continue to decode.

values Mvc

As illustrated in Fig.1l, we compute the syndrome
value(CN) before computing the check node to
variable node value (Me,’”) at step 1. If the syndrome

value is not a zero, it means that there exists error



DVB-S2 LDPC % darg)Ee] A28 A= A= 7]%+9] Farly Stopping 4

bits among the variable node (VN) values connected to
the check node. In this case, we count the non-zero
syndrome and save it. The further procedure from step
2 to step 4 is exactly same as horizontal shuffling
scheduling decoding scheme. After computing all the
check nodes, we make a decision if the further iteration
is needed or not. At step 5, we compute the non-zero
syndrome counter ratio (Num//(Num“™). If this ratio is
greater than specific threshold, we stop the decoding
procedure, otherwise continue to decode.

This new method does not need to neither
compute the hard decision values nor save them.
Because the proposed early stopping method is
based on the HSS decoding scheme, we compute the
additions for calculating sign change rate as the
amount of axX(N-K) averagely and compare the sign
value as the amount of (N-K), where a is bit error
rate, N is code word and K is information length. On
the other hand, the conventional hard decision based
early stopping methods compute the additions for
counting the sign change rate as the amount of axN
and compare the sign value as an the amount of N.

Table 2 compares the complexity of computations
for early stopping criterion. To compare the
computational complexity, we define the proposed to
conventional complexity ratio as follows:

(a+1)x (N—K)

1—- @+2) <NV X 100% )

Table 2. Comparison for the number of computations and
memory occupations between conventional and proposed case
where /ter is the number of Iteration

Conventional Proposed
AddlthIl.S for axX NX liter ax (N— K) < fiter
counting
Hard Decision NX fiter 0
Comparison N Titer ax (N— K) < fiter
Total for early (a-2) 5 N Jiter (a+1) < (N—K)
stopping only X fiter
Check node (Nf K) xd, (N— K) < Jiter
process (1) x fiter
Division (2) 0 (Nf K)xd,
X fiter
Additions for Nx(d,—1) Nx(d,—1)
soft output (3) x fiter x fiter
Abstractions for Nx(d,—1) Nx(d,—1)
variable node 4) x fiter x Jiter
Total for entire Nx(3xd, +a) Nx(3xd,+a)
Decoder/ Iter — Kx<d, —Kx(d,+a+1)
Additional
memory size N 0
for early
stopping

When the code rate is 1/2 (N=64800), EbNO is O
dB, the BER is about 0.5 at QPSK modulation
scheme and dc is 8, we verify that the computational
complexity of proposed method is 70% less than the
conventional method. In this case, the number of
computations for conventional early stopping method
occupies 12% of total computations for entire HSS

LDPC decoder, evaluated as follows:

1 (a+2)x N
NXx(3xd,+a)— Kxd,)

xX100% (6)

When the proposed method reduces the number of
computations for early stopping method as much as
70%, the total number of computations for entire
LDPC decoder is reduced as much as 8%, evaluated

as follows:

NX@Bxd,+a)—Kx(d,+a+1)
- Nx@3xd,+a)— Kxd,)

X 100% (7)

Furthermore, the proposed early stopping method
does not occupy additional memory size for early
stopping. However the conventional channel adaptive
early termination method occupies additional memory

size as the amount of N.

IV. Simulation Result

Under (64800, 32400) LDPC codes of DVB-S2
standard and a maximum of 15 iterations, we set the
It and Th values as 9 and 18%, respectively. Figure
2 illustrates that the bit error rate performance is
better than the conventional channel adaptive early
termination (CAET) method [7]. Compared to the
CAET method, the BER curve of the proposed
method is closer to the HSS decoding scheme

without any early stopping method.

-] —&—Propposed t=9, Th=18%, 0=3
| —&— Propposed #=9, Th=18%, u=4
—%— Propposed t=3, Th=18%, o=6

| —B—Propposed t=9, Th=18%, a=7
—+— CAET 1t=3, Th=18%

HSS wién early stiop iteration=15

EBit Error Rate
=

i i 1 1
0 0z 04 06 08 1 12
EbMo[dB)

Figure2. Comparison of bit error rate performance
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We also compare the average number of iterations
of the proposed early stopping method and the
conventional CAET method. Figure 3 illustrates that
the number of iterations of proposed early stopping
method is about 1.2 greater than the conventional
early stopping method. The additional number of
iterations results in the better bit error rate
performance compared to the conventional CAET
method.

—%— Proposed i=lt=3 Th=18% 0=3
—— Proposed =9 Th=18% 0=4
—%— Proposed =9 Th=18% 0=k
—#— Proposed =9, Th=18% 0=7
“i] —#— CAET It=9, Th=18%

Average |teration

02 04 0B 08 1 12 14 1B 18
EbMa(dB)

Figure 3. Comparison of average number of iterations

V. Conclusion

In this paper, we proposed a new soft syndrome
check based early stopping method. The conventional
hard decision based early stopping method computes
the hard decision values and the stopping criterion
at the end of every iteration. This additional
implementations of early stopping also can be a
burden of hardware implementation of LDPC decoder.
However, the new early stopping method removes
the hard decision computation and simplified the
stopping criterion by combining with HSS decoding
scheme.

In this manner, we verified that the computational
complexity is 70 % fewer than the conventional hard
decision based early stopping method. In addition,
the proposed method does not require the memory
occupations for early stopping method. Moreover, the
simulation results showed that the proposed early
stopping method achieves acceptable bit error rate
performance and reduces the average number of
iterations.

By these facts, we conclude that the proposed

method is the best method for early stopping method
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to be realized in hardware of LDPC decoder.'
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